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Chapter 1

Introduction: Mesoscopic systems and

fabrication of devices

Traditionally all systems accessible in nature, are divided into two distinct categories, macroscopic

and microscopic [1], depending on the dimension of the system. In a layman language, if the dimen-

sion of the system is large enough so that it is visible with bare eyes, then the system is macroscopic;

but if we can’t see the system directly, then it is a microscopic system. The governing principles of

phenomena occurring in two domains, i.e. macroscopic and microscopic, are quite distinct. The for-

mer category follows deterministic classical mechanics and the later category follows indeterministic

quantum mechanics.

The statics and kinetics in macroscopic systems has been completely described by classical or

Newtonian mechanics. For example, given an initial position of a particle with a velocity at a certain

time, any succeeding states at later times can be readily computed along a distinguishable particle

trajectory. This picture, however, turned out to be an inadequate eye to examine properties and be-

haviours of individual and aggregates of constituents at the atomic and subatomic levels. To perceive

correct understanding of phenomena in such environment is beyond the range of classical physics,

requiring alternative thinking to replace deterministic reduction of systems.

A tremendous insight has been gained in early twentieth century by brilliant scientists who suc-

cessfully and beautifully established theoretical framework of quantum physics. Quantum physics

1
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describes statics and kinetics in microscopic world by introducing the description of wave function as

a solution to Schrödinger equation [2] to incorporate the intrinsic particle-like and wave-like nature

of quantum entities. Furthermore, quantum world exhibits substantial characteristics: duality of wave

and particle [3], indistinguishability [4], quantization [5], Heisenberg uncertainty principle [5, 6], fi-

nite zero-point energy [5, 7], and quantum entanglement [8]. The duality features coherence in the

dynamics of quantum particles in quantum world, linking to correlation effects in systems. Quantum

particles in the coherent state have a well defined energy and a well-defined phase configuration.

In Greek terminology, ‘meso’ means intermediate, the term ‘mesoscopic’ [9–15] was coined in

the early 1980s. Mesoscopic systems have dimensions intermediate between macroscopic world of

bulk materials and microscopic world of atoms and molecules. Mesoscopic physics is a wide branch

of condensed matter physics, which bridge the gap between macroscopic systems and microscopic

systems. Condensed matter physics is a significant branch of physics which deals mostly with phe-

nomena occurring in solids, for example, optical, thermal, mechanical, magnetic, etc. properties.

The systems mostly considered in condensed matter physics, consists of many building blocks or

unit cells, or atoms. These unit cells arrange themselves in perfect order to form a perfect lattice or

arrange themselves in random order to form an imperfect lattice. In both these cases, only bulk prop-

erty of the system is known. Both macroscopic and mesoscopic systems comprises of large number

of atoms, then the question arises is, how to distinguish them? The first difference is, for macroscopic

systems, the average of the constituent particles is significant, in the contrary, for mesoscopic systems

the fluctuations around the average becomes significant. Another difference is, macroscopic systems

most vividly obeys laws of classical mechanics, whereas mesoscopic systems obeys laws of quantum

mechanics.

Now the question is there is wide dimensional gap between the macroscopic and microscopic

systems, then as the definition implies, is there no limitation to the dimensions of mesoscopic sys-

tems? Yes there is. The limit where quantum effects become important has been given the name

of mesoscopic physics. Carrier transport in this limit exhibits both particle and wave characteristics.

The dimensions whether macroscopic or microscopic depends on certain length scales [16,17]. These

scales are :
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1. The de-Broglie wavelength (λ ) : This is the length of the electron wave related to momentum

of the electrons.

2. Mean free path (Lm) : The length after which initial momentum is changed or distance between

two collisions.

3. Phase Coherence length (Lφ ) : The length scale over which the wave moves coherently.

A detailed description of these length scales will be covered later on, in this chapter. The systems

whose dimensions are less than these length scales are characterised under microscopic systems,

while the others with dimensions greater than these length scales are characterised under macroscopic

systems. Before going into details of these length scales, we would like to introduce the heterostruc-

ture two dimensional electron gas (2-DEG), a device widely used in mesoscopic and semiconductor

industries.

Since the 1980s, the semiconductor technology has reached a level of sophistication that allows

for the fabrication of heterostructure with length scales in the mesoscopic regime, meaning that the

length scales of the structure are below the characteristic scattering lengths of the carriers such that

coherent quantum transport effects are observed. Since these length scales generally depend very

strongly on the material, the temperature, and the applied electric or magnetic fields the structural

dimensions may vary between a few nanometres and a micrometer. One way of reaching the meso-

scopic regime without the use of nano-fabrication techniques is to reduce the scattering rates and thus

enhance the characteristic length scales up to the micrometer range. Therefore, one of the key struc-

tures that first enabled quantum transport experiments is the 2-DEG that forms at the interface of an

undoped (or intrinsic) GaAs substrate and a doped (or extrinsic) AlGaAs barrier.

1.1 Two dimensional electron gas

A two dimensional electron gas (2-DEG) [16–18] can be artificially created by strong confinement in

one direction (conventionally called the transverse direction or the z-direction) of an ordinary electron

gas found in a semiconductor. Say for example two semiconductor layers, or semiconductor-insulator

layers are brought in contact to each other. Then due to energy gap, there is charge transfer between
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Figure 1.1 Formation of 2-DEG. a) Upper: GaAlAs and GaAs heterojunction, blue region
for GaAlAs and red region for GaAs. GaAlAs is doped with positively charged ions (yellow
coloured big dots), and hence electrons (shown by block dots) are large in number and holes
(shown by white dots) are very few in number, while GaAs is undoped hence the number
of electrons and holes are equal. The axes define the three spatial directions. Lower: Band
structure of GaAlAs and GaAs, before charge transfer. (b) Band structure after they have
been brought into contact, i.e after charge transfer. (c) The magnified view of the well
formed at the interface (in the GaAs side) shown by the red region, where the Fermi level is
within the conduction band. This well is 2-DEG, which is formed at the GaAs side.
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the two layers, which gives rise to a electrostatic potential that causes the bands to bend at the interface

and a formation of narrow well at the interface. Due to confinement in the transverse direction in the

well, transverse modes are formed, which participate in electron conduction. When the energy band

separation is much larger than the thermal energy kBT , only the lowest energy band will be relevant

for conduction, and the electron gas in the well effectively behaves like a two-dimensional conductor.

In most of the experiments on mesoscopic systems, heterojunctions of III-V semiconductors such

as GaAs/GaAlAs1 are used, where 2-DEG is formed at the interface of intrinsic semiconductor i−

GaAs and extrinsic semiconductor n−GaAlAs. The reason behind using these semiconductors, is

their similar lattice constants and the coefficient of expansion. This reduces boundary scattering

and leads to a dramatic increase in the mobility of the 2-DEG. To understand properly how this

2-DEG is formed at the interface of GaAs and GaAlAs, let us consider the band diagram of the two

semiconductors. The formation of 2-DEG is illustrated in Fig. 1.1. In n-type extrinsic semiconductor,

the semiconductor is doped with positively charged ions (commonly called donors), hence electrons

are majority carriers and holes are minority carriers, and in intrinsic semiconductors the number of

electrons and holes are equal. The band diagram2 before charge transfer is exemplified in Fig. 1.1(a).

For GaAlAs, the Fermi energy EF lies closer to the conduction band EC, and for GaAs the Fermi

energy is intermediate between conduction band EC and valence band EV , the conduction band is

higher for GaAlAs than GaAs. When the two semiconductors are brought in contact to each other, the

electrons move from higher density region (i.e. GaAlAs) to lower density region (i.e. GaAs), leaving

behind positive dopant ions which causes electrostatic energy to build up at the interface. Eventually,

the electrostatic energy is so large, that electrons can no longer cross over to the other side, and the

system reaches equilibrium. This new charge distribution or charge transfer results in bending of

bands at the interface (Fig. 1.1(b)). Which further results in a single Fermi level throughout the

band. The conduction band now develops a narrow well at the interface (shown in Fig. 1.1(c) by

1GaAlAs is an alloy of GaAs and AlAs and has a zincblende crystal structure. The actual formula is Ga1−xAlxAs, where

x is integer between 0 and 1.
2When atoms organise into the periodic structures found in crystalline solid [19, 20], the atomic energy levels merge

into bands where closely spaced energy levels are associated with different momenta. The number of energy levels in each

band is proportional to the number of atoms in the lattice.
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Figure 1.2 In the presence of an electric field, the electrons acquire a drift velocity super-
posed on their random motion.

the red region), where the Fermi energy is inside the well. Within this narrow well the electrons are

confined in a direction normal to the interface (z direction), but free to move along the interface (x,y

directions), and hence this well serves as a 2-DEG.

The carrier concentration in a 2-DEG typically ranges from 2× 1011/cm2 to 2× 1012/cm2. 2-

DEG is widely used as a FET (Field effect transistor), MODFET (Modulation doped FET), HEMT

(High electron mobility transistor). The quantum mechanical motion of electrons in 2-DEG allows

the investigation of various coherent quantum phenomena, like quantum Hall effect [21], Coulomb

blockage [22] and conductance quantization [23, 24].

1.1.1 Mobility

As stated in the previous section of 2-DEG, what makes it special in miniaturization industry is its

extremely low mobility. Then let us briefly explain the meaning of mobility [16]. In equilibrium, the

conduction electrons move here and there randomly in all directions, with an effective zero current.

If an electric field E is applied, then the electrons are drifted in the direction opposite to the field with

drift velocity vd , as shown in Fig. 1.2. At steady state, the rate at which they lose momentum p due to

scattering forces is equal to the rate at which the electrons receive momentum from the external field,

i.e., [
d p
dt

]
scattering

=

[
d p
dt

]
f ield
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Hence,

mevd

τm
= eE

vd =
eτm

me
E (1.1)

where, me is effective mass3 of electron and τm is momentum relaxation time. The mobility is defined

as the ratio of the drift velocity to the electric field,

µ =
vd

E
=

eτm

me
(1.2)

In 2-DEG, the carrier concentrations of 1012/cm2 have been obtained in a layer of thickness 100Å

with mobilities of 106cm2/V s. The reason is the spatial separation between the donor atoms in

GaAlAs layer and the conduction electrons in the GaAs layer. This reduces the scattering cross section

due to the impurities which leads to weaker scattering.

1.2 Important length scales

In mesoscopic systems, a number of different length scales come into play. These different length

scales are associated with different processes, and determine the types of interference that can be

observed in quantum transport measurements.

1.2.1 de Broglie wavelength

The length between two maxima or minima of the interference pattern gives the measure of wave-

length. An example is shown in Fig. 1.3(a). de Broglie wavelength λ is the shortest length scale and

is related to momentum p by,

λ =
h
p

(1.3)

3Effective mass me is given by h̄2

d2E
dk2

, where E(k) is the energy of electron. me is generally different from the real mass

m0 = 9.11×10−31kg. It can be both positive and negative depending on the sign of d2E
dk2 . For electrons me is positive and

for holes it is negative.
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Figure 1.3 Few length scales shown in reference to section 1.2. (a) de Broglie wave length.
(b) Fermi sphere of radius kF , the electrons within the shaded region participate in conduc-
tion.

where, h = 6.63× 10−34Js is the Planck’s constant. Another form of the de Broglie equation is the

connection between momentum p and wave vector k,

p = h̄k (1.4)

where h̄ = h
2π

is reduced Planck’s constant. The origin of this length scale is the hypothesis of Louis

de Broglie [3] in the year 1924 in his thesis, where it was proposed that as light has both wave and

particle property, electron which is a particle is also associated with a wave called matter wave having

wavelength λ . The existence of matter waves for electrons was first experimentally observed by

Davisson and Germer [25] in 1927. The relationship is now known to hold for all types of matter: all

matter exhibits properties of both particles and waves. de Broglie’s extension of the concept of wave-

particle duality for light (photons) to matter (electrons), further helped in interpreting the electrons as

standing wave in Bohr model [26].

1.2.2 Fermi wavelength

Electrons are not particles only having charge but also spin one-half. Thus they are subject to Pauli-

exclusion principle [5], following which no two electrons can be placed in the same energy level.

Consequently, electrons are places in different states, the first one in the lowest energy state, the next
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Figure 1.4 Scattering of electrons. (a) Elastic scattering occurring at localised, time in-
dependent scattering centres, like impurities and walls. (b) Inelastic scattering processes
via time dependent mechanisms such as lattice vibrations or phonons and electron-electron
interactions.

in the next higher energy state, and so on. With all the electrons placed in different states, the last

electron is placed at the highest energy state of the system, which is called Fermi energy EF . In this

energy state, the electrons have de-Broglie wavelength λF ,

λF =
h
pF

=
2π

kF
(1.5)

where, pF and kF are Fermi momentum and Fermi wave vector. For electron conduction, only elec-

trons in the vicinity of Fermi state with energy EF , will participate. In Fig. 1.3(b) the Fermi sphere

is shown where the region of electrons participating in conduction is shown by the shaded region.

Electrons away from the Fermi level, have much longer wavelengths. λF is the smallest length scale

in mesoscopic systems. It varies from few Å (1 Å = 10−10m) in metals to a few hundred Å (10nm) in

2-DEG hetero-junctions.

1.2.3 Mean free path

In mesoscopic systems or conductor, there are free electrons which moves freely here and there, as if

they are in vacuum. Any hindrance such as lattice vibrations (phonons), impurities, grain boundaries
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leads to collisions with electrons. Due to collision electrons gets scattered from one state to another,

thereby changing their momentum. Depending on whether the scattering is elastic or inelastic the

energy and momentum of the electrons changes. The elastic and inelastic scattering [27] of electrons

is represented in Fig. 1.4. Elastic scattering changes momentum but does not change energy, while

inelastic scattering changes both momentum and energy of incident particles. Elastic scattering is

characterised by, Einitial = E f inal and |kinitial| = |k f inal|, however, the direction of propagation of the

electrons (i.e. wave vector) before and after scattering need not be the same,~kinitial 6=~k f inal . Mean

free path Lm is the average distance travelled by the electron between successive elastic scattering

events, and is given by,

Lm = vFτm (1.6)

where, τm is the average time between successive scattering events and is known as elastic scattering

time or momentum relaxation time. τm is related to the collision time τc by a relation,

1
τm
−→ 1

τc
αm (1.7)

where αm is the ‘effectiveness’ factor of an individual collision in destroying initial momentum.

The value of αm lies between 0 and 1, depending on the strength or angle of scattering. Lm will

become shorter and shorter, with an increase of the density of scatterers. This is termed as momentum

relaxation length in many literatures. In the same way inelastic scattering is characterised by, Einitial 6=

E f inal and~kinitial 6=~k f inal . The average distance travelled by the electron between successive inelastic

scattering events, is called inelastic mean free path Li. In disordered metals (metals having impurities),

Lm is about 100Å, whereas for 2-DEG Lm is of the order of 10µm.

1.2.4 Phase coherence length

Now let us relate the scattering phenomena to the phase of the travelling electron wave. Let us

consider an electron which is allowed to follow the same path twice. In case of elastic scattering,

the electron retracing the path for the second time, will experience exactly same environment as the

first time, and so will scatter in the same way as during its first travel. So, we conclude that elastic

scattering does not randomise the phase of the electron wave. This has to be contrasted to the case
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of inelastic scatterings. If the electron starts to follow the path for the second time, the scattering

will be different as it depends on mechanisms that act statistically in time and space. Because of the

random nature of these scattering interactions, the phase is changed. Elastic mechanisms only modify

the wave patterns of electrons contained in the system of interest which may lead to an increased

complexity of the pattern, whereas inelastic effects modify the wave patterns and can even completely

suppress these. Phase coherence length Lφ [27] represents the distance an electron wave can travel

before its phase becomes randomised, and is given by,

Lφ = vFτφ (1.8)

where, τφ is phase relaxation time and is related to τc (in a similar way as in the case of τm),

1
τφ

−→ 1
τc

αφ (1.9)

where, αφ is the effectiveness factor of an individual collision in destroying initial phase. The systems

whose dimensions are less than phase coherence length Lφ belongs to mesoscopic systems. The

phase coherence length Lφ is the characteristic length for interferences of electronic wave functions.

Lφ increases with decreasing temperature and can be much greater than the mean free path Lm. In

disordered metals, Lφ is of the order of few µm and for 2-DEG it is more than 20 µm.

1.2.5 Thermal length

The thermal length LT is the typical length scale over which different components of a wave-packet

associated with an electron acquires a phase difference of the order of unity.

LT = vFτT =
h̄vF

kBT
(1.10)

where, τT = h̄
kBT is the thermal time, kB is Boltzmann constant and T is the temperature. At non-zero

temperatures, electrons wave-packet have energy width equal to thermal energy kBT , and LT is the

characteristic length.
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Figure 1.5 The Fermi-Dirac distribution for T=0 EF (solid), T∼ 0.1EF (dash) and T∼ 0.3EF

(dot).

1.3 Important energy scales

In this section we will discuss few energy scales which are important in mesoscopic systems. In

particular, the thermal energy, the Fermi energy and Thouless energy will be discussed, in this section.

1.3.1 Thermal energy

At finite temperature the electrons have energy called thermal energy kBT . According to equipartition

theorem, thermal energy is equally distributed between all degrees of freedom. For each degree of

freedom, the thermal energy is kBT
2 . So in a f dimensional system, electron has a thermal energy of

ET = f
kBT

2
(1.11)

where, f is number of degrees of freedom. These degrees of freedom may include pure translational

motion, rotational motion, vibrational motion and associated potential energies. In general, due to

quantum mechanical reasons, the availability of any such degrees of freedom is a function of the

energy in the system, and therefore depends on the temperature.
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1.3.2 Fermi energy

As discussed earlier no two electrons can be placed in the same quantum state due to Pauli exclusion

principle. The electrons are filled in different energy states following Fermi-Dirac distribution [28],

fFD(E,T ) =
1

1+ e
E−EF

kBT

(1.12)

where, EF is the Fermi energy, i.e., the maximum energy upto which electrons are filled at zero

temperature. The Fermi-Dirac distribution for zero temperature and higher temperatures are shown

in Fig. 1.5. For E < EF , the occupation of electrons is unity and for E > EF , the occupation is

zero. At zero temperature, an abrupt transition from unity to zero occupation is seen. For increasing

temperature, the transition becomes smeared over an energy interval of a few times the thermal energy

kBT . This implies that at large temperatures, there are empty states below EF and some filled states

above EF . Fermi energy also depends on dimensions of the system containing electrons. A further

description of different dimensional systems and there Fermi energy, density of states, which are

generally studied in mesoscopic physics is given in Appendix A.

1.3.3 Thouless energy

We finalise this section by introducing an energy scale called ‘Thouless energy’ [29] named after its

founder David J. Thouless. The Thouless energy ET h provides a measure of the relation between the

energy of a state and phase evolution in a restricted area of space of size L (say). Assume an ideal

scattering free crystal. An electron wave of wave vector~k and energy E, travelling over a distance L

acquires a phase φ = kL. If the wave vector of the state is changed from~k to~k+ ~∆k, then the phase

will change by

∆φ = ∆kL (1.13)

Again energy and wave vector are related by,

E =
h̄2k2

2me

(1.14)
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Therefore,

dE
dk

=
h̄2k
me

= h̄v (1.15)

where, v = h̄k
me

is velocity of the wave. Thus for the change in energy due to change in wave vector by

4k, one finds

∆E =
dE
dk

∆k = h̄v
∆φ

L
=

h̄∆φ

τL
(1.16)

where, τL is the time taken by the wave to traverse distance L. If we take, ∆φ = 1, then we get

Thouless energy ET h given by

ET h =
h̄
τL

(1.17)

Thus the Thouless energy for a system of size L is related to the time it takes for an electron wave to

cover this distance (L).

1.4 Electronic transport regime

The length scales discussed in section 1.2 provide different transport regimes in mesoscopic systems

under different restrictions. These conditions are enabled on the dimension L of the system under

consideration. To define the different regimes [27] we first have to discriminate between the quantum

case and the classical case. Evidently in the classical case we are not interested in any effect arising

due to wave nature of the electrons, and so the Fermi wavelength λF should be small compared to

all other length scales in the problem. In contrast, for the quantum case the wave nature is a crucial

ingredient, as this allows typical quantum effects like interference to occur. This also implies that

the phase of the electron wave should be preserved sufficiently over the system, otherwise no phase

relationship is possible. Another way of discriminating different regimes is the scattering phenomena.

If the electrons are scattering very often during their traversal of the system then they are said to

behave ‘diffusively’, their paths are similar to random walk well known in Brownian motion. If on

the other hand, the electron can traverse the system without any scattering i.e., following a straight

line, its motion is said to ‘ballistic’. Based on these arguments, we can set up the conclusion on

different regimes as,
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Figure 1.6 Schematic cross-sectional view of a quantum point contact (QPC), defined in a
high-mobility 2-DEG at the interface of a GaAsGaAlAs heterojunction. The QPC is formed
when a negative voltage is applied to the gate electrodes on top of the GaAlAs layer. The
orange area represents the 2-DEG and the yellow area is the depleted region. Transport
measurements are made by employing contacts to the 2-DEG at either side of the constric-
tion. This figure is adapted from ref. [35].

1. Diffusive transport regime : λF ,Lm,LT << L,Lφ (or,Li).

2. Ballistic transport regime : L < λF ,Lm,LT ,Lφ (or,Li).

The definitions of phase coherence length Lφ in Eq. (1.8) and thermal length LT in Eq. (1.10) are

trivial in ballistic regime, but not in the diffusive regime. In diffusive regime, phase coherence length

is given by,

Lφ =
√

Dτφ (1.18)

and thermal length is given by,

LT =
√

DτT (1.19)

where, D is diffusion coefficient and is given by,

D =
v2

f τm

2
(1.20)

1.5 Quantum point contact (QPC)

The study of ballistic transport through point contacts in metals has a long history [30–33]. Point

contacts in metals act like small conducting slit in a thin insulating layer, separating bulk metallic
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conductors (with mean free path Lm much larger than the size of the slit). Actual point contacts usually

are fabricated by pressing a metal needle on a metallic single crystal, followed by spot-welding.

Ballistic transport has been studied in this way in a variety of metals. Point contacts in bulk doped

semiconductors have been fabricated by passing two wedge-shaped specimens close together. One

limitation of these techniques is that of a point contact is not continuously variable.

Quantum point contacts (QPC) in 2-DEG discussed in section 1.1 cannot be fabricated by the

same method, since the electron gas is confined at the GaAs−GaAlAs interface in the sample interior.

By means of a split gate [34–36] on top of the heterostructure, one can define short and narrow

constrictions [35] in the 2-DEG of variable width comparable to the Fermi wavelength λF . The

split gate is fabricated using a combination of electron beam and optical lithography [37]. The gate

pattern require two point contacts positioned next to each other on the 2-DEG boundary. The cross

sectional view of a 2-DEG is shown in Fig. 1.6. Note that the actual 2-DEG boundary between the

two point contacts is a depletion potential wall below the gate (which extends laterally beyond the

gate pattern). The effect of a negative gate voltage is to deplete gradually the electron gas under the

gate structure. Beyond the depletion region, no mobile carriers are present under the gate, and two

conducting constrictions are formed, of width about 50nm. Such a constriction is called a quantum

point contact (QPC) (see Fig. 1.6). Two high mobility 2-DEG regions thus are isolated electrically

from the rest of the 2-DEG, apart from the narrow constriction or QPC, under the openings of the gate.

A further increase of the negative voltage forces the constriction to become progressively narrower,

until they are fully pinched off. By this technique, it is possible to define QPCs of variable width W

(say).

The 2-DEG in a GaAsGaAlAs heterojunction has a Fermi wave length which is a hundred times

larger than in a metal. This makes it possible to study a constriction with an opening comparable to

the wave length.



Chapter 2

Coherence and Scattering phase shift

Wave propagation in a random medium is a phenomenon common to many areas of physics. There has

been a recent resurgence of interest following the discovery, both in optics and quantum mechanics,

of surprising coherent effects in a regime in which disorder was thought to be sufficiently strong to

eliminate a priori all interference effects.

2.1 Coherence vs Decoherence

Let us start with an introduction to ‘coherence’, as this is the phenomena broadly studied in this thesis.

In a quantum mechanical (or at least semi-classical) description, electrons carry not only momentum,

energy and spin but also a phase. Coherence [38, 39] is related to the definite phase relationship

at different points of space and time. For a source to be coherent it must emit electrons of single

frequency or the frequency spread must be very small. Also the electron wavefront must have a shape

which remains constant in time. Coherence is thus sub-categorised as temporal coherence and spatial

coherence. Temporal coherence is measure of phase and amplitude of electrons at a spacial point, at

different moments in time. An example where temporal coherence is observed is Michelson Morley

experiment, where the incident wave traverses different arms of the interferometer, the lengths of

the arms being different introduces a temporal shift to the fringes. Spatial coherence is measure of

phase and amplitude of electrons at same time but at different points in space. An experiment where

spacial coherence is observed is Young’s double slit experiment, where the waves passes through

17
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two spatially separated slits and meet at the screen equally spaced from the slits. Due to the spatial

separation the visibility of fringes changes from maxima to minima.

An ideal monochromatic wave represented by a harmonic function, extends from −∞ to ∞ in

time at any fixed point. So, the amplitude is constant and the phase varies linearly in time. So,

the prediction of phase and amplitude is possible over an entire scale of time. Such a wave is truly

temporally coherent. But practically, a source emits electrons in short pulses called wavepulse, during

a time scale of ∆t = 10−8s. As the source emits electrons in a random fashion, there will be no phase

relationship between the pulses coming from different electrons. However at a given space point,

the prediction of phase and amplitude is possible at two different instants of time provided that the

same wavepulse is still passing through the point. Thus ∆t is the longest time interval over which

such prediction is possible. The electron is said to be coherent for the time ∆t. This time ∆t = τφ is

called phase coherence time. The length of the wavepulse is, Lφ = vFτφ is called phase coherence

length. Thus it is the length upto which the phase relationship between the interfering electrons

remain constant. If the path difference between the interfering waves becomes greater than Lφ , then

the interfering waves does not have a definite phase relationship.

In order to better understand the nature of this coherence length, it is useful to review some notions

related to quantum coherence. Consider an ensemble of quantum particles contained in a cubic box

of side length L in D dimensions. The possible quantum states are coherent superposition of wave-

functions such that the quantum state of the system is coherent over the whole volume LD. There are

many examples in which quantum coherence extends up to the macroscopic scale : superconductivity,

super-fluidity, free electron gas at zero temperature, coherent states of the photon field, etc.

Quantum ‘decoherence’ is a dynamical process whereby a system’s phase relations become de-

localized due to interaction and subsequent entanglement with its environment. This delocalization1

forces the quantum system into a state that is apparently classical (or apparently an eigenstate) by

prodigiously suppressing features that typically give rise to so-called quantum behaviour. The sup-

pression of quantum coherence results from phenomena linked to the existence of incoherent and

irreversible processes due to the coupling of electrons to their environment. This environment con-

1The terms decoherence and delocalization are loosely used in this thesis, as both are more or less the same phenomena.
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sists of degrees of freedom with which the electrons interact : thermal excitations of the atomic lattice

(phonon), impurities having internal degrees of freedom, interaction with other electrons, etc. This

irreversibility is a source of decoherence for the electrons and its description is a difficult problem.

The phase coherence length Lφ generically describes the loss of phase coherence due to irreversible

processes. In metals, the phase coherence length is a decreasing function of temperature. In practice,

Lφ is of the order of a few microns for temperatures less than one kelvin.

To understand the origin of these coherent effects, it may be useful to recall some general facts

about interferences. Although quite spectacular in quantum mechanics, their description is more in-

tuitive in the context of physical optics. For this reason, we begin with a discussion of interference

effects in optics. When two or more waves (disturbances) meet at a point simultaneously, then they

result in a resultant wave due to principle of superposition. The intensity of resultant wave is max-

imum or minimum depending on whether the waves are in same phase or in opposite phase. This

phenomenon is known as interference. This phenomenon was experimentally observed in Young’s

double slit experiment, discussed below.

2.2 Double slit interference

The set up of the famous Young’s double slit experiment is shown in Fig. 2.1. Suppose there is a

narrow slit S, which act as source for monochromatic wave of wavelength λ . There are two slits S1

and S2 equidistant from the source. The monochromatic waves spread out from slit S and reaches the

slits S1 and S2 in the same time. The slits are spatially separated from each other by a distance d.

The waves starting from S1 and S2 spreads and diverge towards the screen kept at a distance D from

the centre of the slits C′. Since these wave packets originate from the same source, and reaches the

slits spatially separated at the same point of time, hence these wave packets are spatially coherent in

nature. The waves splitting from these slits (or coherent sources) interfere to give interference pattern

on the screen. At the center of the screen C, the waves from the two sources travel equal distances

and are in phase. As we move away from the center, the path travelled by the waves from one source

is larger than that travelled by the waves from the other source. When the difference in path is equal

to half a wavelength, destructive interference occurs. When the difference in path length is equal to a
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Figure 2.1 Schematic diagram of Young’s double slit experiment.

wavelength, constructive interference occurs. Let P be any arbitrary point (movable detector) on the

screen at a distance y from centre C of the screen. The distance travelled from S1 to P is x1, and S2 to

P is x2, both are different. The intensity I of the interference is measured at P and shown as a function

of y in Fig. 2.1. I is maximum at the centre (C) of the screen, when y = 0 and decreases equally on

both sides in the direction of increasing y. A wave is characterised by wave function, which is further

represented by amplitude and phase. Let us consider the wave functions along paths S1P and S2P be

ψ1 = a1eiφ1 and ψ2 = a2eiφ2 , respectively. Then intensity I is given by,

I = | ψ1 +ψ2 |2

= | a1 |2 + | a2 |2 + | a1 || a2 | cos[φ1−φ2] (2.1)

Therefore the phase difference δ = φ1−φ2 controls the intensity and hence determines their interfer-

ence pattern. From Fig. 2.2, we can calculate the path difference, where,
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Figure 2.2 Simplification of the paths followed by the waves till they meet at point P on the
screen, shown in Fig. 2.1.

S2P = x2 =

√√√√[D2 +

(
y+

d
2

)2
]

= D

√√√√√
1+

(
y+ d

2
D

)2


Since, D >> d,

x2 = D

1+
1
2

(
y+ d

2
D

)2


and

S1P = x1 = D

1+
1
2

(
y− d

2
D

)2


then

(x2− x1) =
y
D

d (2.2)

The phase difference between the interfering waves is related to the path difference and is given by

δ =
2π

λ
(x2− x1) (2.3)

Using Eq. (2.2)

δ =
y
D

2πd
λ

(2.4)
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This two slit interference can be interpreted both in terms of classical and quantum interference.

In both the cases the wave divides in two parts, the two parts goes through two different slits and

finally meet at the detector, where we get the interference pattern. Than what is the big deal about

quantum interference? There is a big difference in the two stories. The difference is local and non-

local phenomenon. Classically, there is local information regarding the two slits, which control the

interference pattern. But in quantum mechanics, it is the phase difference (given by Eq. (2.4)), which

controls the interference pattern. Quantum interference is non-local phenomenon [40]. How? A very

simple and clear description can be found in ref. [40]. Let us consider a function f (p), which is

function of momentum p, then in classical mechanics,

f (p)
dt

=
∂ f
∂ p

d p
dt

=−∂ f
∂ p

dV (x)
dx

This implies in classical mechanics for a variable (say momentum) to change, require the information

of potential at that point. In quantum mechanics, it is the modulo variable (say modulo momentum

e
ipL
h̄ ), which is to be considered, then

d
dt

e
ipL
h̄ =

iL
h̄

e
ipL
h̄

d p
dt

=− iL
h̄

e
ipL
h̄

dV (x)
dx

= − iL
h̄

e
ipL
h̄

V (x+L)−V (x)
L

=
i
h̄

e
ipL
h̄ [V (x+L)−V (x)]

This implies, in quantum mechanics to study change in a variable, we need the information of the local

potential as well as the potential at a distance L away from the point of measurement. Due to this,

non-locality is introduced in quantum interference. Due to quantum interference, each particle not

only goes through both the slits, but simultaneously traverse every possible trajectory to the target, not

just theoretically but in experiment also. That is why, we get interference pattern, not just two patches

of light illuminated from the slits, which is expected classically. Examples of quantum interference in

devices are SQUID (Superconducting quantum interference device), quantum cryptography, quantum

computation.

The interference results from superposition of the interfering wave amplitudes. The interference

pattern will disappear as soon as unambiguous information about the path followed by the particle

is known. Say for instance some detector, or magnetic field, or, scatterer is placed along one path,

then due to non locality in quantum mechanics, the fringes will disappear. Which implies that the
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two wave functions (or, quantum states) are not independent. If one path changes then the phase

associated with the other path also changes, or vice-versa. A detailed discussion of this feature as

well as details of different trajectories involved in interference is given in the next section. In the next

section, we have shown the effect of introducing a magnetic field piercing the interferometer, on the

interference pattern.

2.3 Aharanov-Bohm ring

The Young two-slit device surely provides the simplest example of an interference pattern in optics;

understanding its analog in the case of electrons is necessary for the understanding of quantum inter-

ference effects [41]. This interference can be modified by Aharanov-Bohm effect. To get Aharanov-

Bohm effect [42] in the original experiment [43, 44], an infinite solenoid is placed between the slits,

such that the paths of the interfering electrons are along the region exterior to it. The magnetic field

outside the solenoid is zero, so that classically it has no effect on the motion of the electrons which

cannot enter the region inside the solenoid. In classical mechanics the motion of a charged particle

is not affected by the presence of magnetic fields in regions from which the particle is excluded. In

quantum mechanics for such a set up, a charged particle like an electron can undergo an observable

phase shift and can change the interference fringes. The phase shift depends on the flux enclosed

by the two alternative sets of paths. This is called Aharanov-Bohm effect [42]. The Aharanov-Bohm

effect demonstrates that the electromagnetic potentials, rather than the electric and magnetic fields,

are the fundamental quantities in quantum mechanics.

With the advent of sophisticated fabrication techniques that led to the development of mesoscopic

physics, one can realise Aharanov-Bohm set up in solid state samples. Aharanov-Bohm effect is

no longer of basic interest but can lead to a lot of device applications [45]. One can fabricate an

Aharanov-Bohm set up made of semiconductor or metal and Aharanov-Bohm effects in such samples

has been demonstrated in the laboratory [43, 44]. As discussed in Chapter 1, a 2-DEG can be formed

at the interface of GaAs and GaAlAs, where the electrons are confined along the z−direction but free

to move along x,y directions. With further fabrication, the electrons can be confined along both y,z

directions, and the 2-DEG reduces to a quantum wire (see Appendix A), where the electrons are free to
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move along x−direction. The typical dimension of the sample in the y−direction is comparable to the

de-Broglie wavelength. Hence the y−component of the momentum gets quantized like that in a one

dimensional quantum well. The energy gap between these quantized modes exceed thermal energy

kBT at the sub-kelvin temperatures in which these experiments are done. Hence these modes become

independent and do not mix. At such sub-kelvin temperatures inelastic mean free path also exceeds

a few microns. An interferometer of the type shown in Fig. 2.3 can be fabricated and connected

to the reservoirs on either sides. S and D are reservoirs with electrochemical potential µ1 and µ2

respectively, where µ1 > µ2. Under this condition, the electrons move from S to D, i.e. from left to

right. The ring is connected to the reservoirs via leads L,R. The leads are quantum wires of width W .

Reservoir S acts as source of electrons and D act as sink (drain) of electrons. Magnetic flux Φ can be

applied through the centre of the ring to get Aharanov-Bohm effect. Three of the transverse modes in

the y−direction are depicted in Fig. 2.3 by dotted line, solid line and dashed line. Total length of the

set up between the two reservoirs is less than the inelastic mean free path. In this regime the boundary

condition in the direction is that of an open system. Hence these modes are propagating modes in the

x−direction. They become perfect waveguides [46] and ideal candidates to exhibit Aharanov-Bohm

effect. Aharanov-Bohm effect in such set ups of quantum wires has some complexities that do not

crop up in the picture presented in the previous paragraph. In these set ups, the interference fringes

have a rigidity and phase change of electron wave function may or may not be able to change the

interference pattern.

Naively, one tends to think in analogy with the Young’s double slit experiment that electrons

(quantum mechanically are waves) originate from source, travels through lead L, split at junction J1

and goes through two paths marked as II and III in Fig. 2.3. The electrons going through II and III

again recombine at junction J2 and are collected in sink D travelling through lead R. However, such

pictures of motion in quantum mechanics is very vague. Electrons emitted from the source can be

conceptualized as a wavepacket. Motion of this wavepacket is guided by time dependent Schrödinger

equation. However, representing motion of an ensemble of electrons by the motion of a wavepacket

includes many conceptual problems related to its dispersion and velocities. On the other hand one

may completely discard the idea of representing the motion of electrons by a wavepacket and consider
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a steady state current (in quantum mechanics referred as stationary beam of electrons) of electrons

running from S to D along the leads and the two arms of the ring. In this picture there is no time

dependence of the steady state current, hence no motion. One may think that the steady state current

is due to many electrons moving together from S to D as it happens in classical steady state currents

(like water current). But this concept has to be discarded in quantum mechanics because motion of

individual electrons is undefined in quantum mechanics. Consider two identical particles in identical

states (say, same value of k) incident on junction J1. One of them can get reflected and the other can

get transmitted. Only after a large number of such particles are incident at J1 we can assign a well

defined transmission probability and a reflection probability in quantum mechanics. This transmission

and reflection probability can be calculated using time dependent wavepacket method or by the time

independent stationary state method to obtain the same result. Any other quantity calculated from

one picture should be meaningful in the other picture. Sometimes such meanings are easy to make

out and sometimes problematic. This thesis will deal with many such problems.

Scattering of a stationary beam can be solved by partial wave analysis [41], which is the canonical

method. The different transverse modes in Fig. 2.3 are the different partial waves. To formally get

these partial modes, consider the Schrödinger equation in a quantum wire,[
− h̄2

2m

(
∂ 2

∂x2 +
∂ 2

∂y2

)
+V (x,y)

]
ψ(x,y) = Eψ(x,y) (2.5)

In the leads, i.e., in regions I and IV, the electrons are confined along the y-direction by a hard wall

confinement potential given by,

V (x,y) =V (y) =


0, for− W

2 ≤ y≤ W
2

∞ for|y|> W
2

The potential inside the ring, i.e. in regions II and III can depend on x as well as y. In regions I and

IV, Eq. (2.5) reduces to,[
− h̄2

2m

(
∂ 2

∂x2 +
∂ 2

∂y2

)
+V (y)

]
ψ(x,y) = Eψ(x,y) (2.6)

x and y are now separable. Let us consider,

ψ(x,y) = X(x)Y (y)
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Figure 2.3 Schematic representation of a quasi one dimensional Aharanov-Bohm ring. S
and D are reservoirs with electrochemical potential µ1 and µ2 respectively, where µ1 > µ2.
Under this condition, the electrons move from S to D, i.e. from left to right. The reservoirs
are connected to the ring via leads L,R. Different regions are marked as I, II, III and IV .
The length of the two arms of the ring are l1 and l2, respectively. Three transverse modes
are shown in the leads. The dotted line is for n = 1, the solid line is for n = 2 and the dashed
line is for n = 3. The ring is embedded by a magnetic flux Φ, and the field is restricted
within the shaded region in the centre.
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Then after separating the variables, Eq. (2.6) can be decoupled as,

− h̄2

2m
d2X(x)

dx2 = E1X(x) (2.7)

− h̄2

2m
d2Y (y)

dy2 +V (y)Y (y) = E2Y (y) (2.8)

with solutions,

Xn(x) = Aneiknx +Bne−iknx (2.9)

and, Yn(y) = Cnsin
[

nπ

W

(
y+

W
2

)]
(2.10)

Therefore, ψn(x,y) =
(

A′neiknx +B′ne−iknx
)

sin
[

nπ

W

(
y+

W
2

)]
(2.11)

Here n = 1,2, ...., A′n = AnCn,B′n = BnCn and E = E1 +E2, where,

E1 =
h̄2k2

n

2m
and, E2 =

n2π2h̄2

2mW 2 (2.12)

or, kn =

√
2mE
h̄2 −

n2π2

W 2 (2.13)

Here E is the incident energy of the electron whose limits are determined by µ1 and µ2. However n

can take any integer value. When 2mE
h̄2 > n2π2

W 2 , then for such values of n, kn is real and the mode ψn in

Eq. (2.11) is a propagating mode. Whereas if 2mE
h̄2 < n2π2

W 2 , then for such values of n, kn is imaginary

and the mode ψn in Eq. (2.11) is an evanescent mode. Consider that E is such that there are two

propagating modes in region I and IV. These propagating modes are the two partial waves. So, the

wave functions in region I and IV can be written as,

ψ
I
1 =

(
eik1x
√

k1
+

r11e−ik1x
√

k1

)
sin
[

π

W

(
y+

W
2

)]
(2.14)

ψ
I
2 =

(
r12e−ik2x
√

k2

)
sin
[

2π

W

(
y+

W
2

)]
(2.15)

ψ
IV
1 =

(
t11e−ik1x
√

k1

)
sin
[

π

W

(
y+

W
2

)]
(2.16)

ψ
IV
2 =

(
t12e−ik2x
√

k2

)
sin
[

2π

W

(
y+

W
2

)]
(2.17)

These are obtained from ψn in Eq. (2.11) on applying open boundary conditions. These wave func-

tions define the scattering problem. What they mean is the following. The beam of electrons incident
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Figure 2.4 Schematic representation of Aharanov-Bohm ring. The ring is embedded by a
magnetic flux Φ, and the field is restricted within the shaded region in the centre.

from the source along channel n = 1 is represented by eik1x
√

k1
sin
[

π

W

(
y+ W

2

)]
. The electrons reflected

back to the source along channel n = 1 is represented by r11e−ik1x
√

k1
sin
[

π

W

(
y+ W

2

)]
. The electrons

reflected back to the source along channel n = 2 is represented by r12e−ik2x
√

k2
sin
[2π

W

(
y+ W

2

)]
. The elec-

trons transmitted to the drain along channel n = 1 is represented by t11e−ik1x
√

k1
sin
[

π

W

(
y+ W

2

)]
. The

electrons transmitted to the drain along channel n = 2 is represented by t12e−ik2x
√

k2

[2π

W

(
y+ W

2

)]
.

To demonstrate interference fringe rigidity in detail, now we consider a single mode Aharanov-

Bohm ring and explicitly solve it. that basically means that only n = 1 is propagating. such a scat-

tering set up is qualitatively and quantitatively similar to a one dimensional Aharanov-Bohm ring.

The schematic representation of a one dimensional Aharanov-Bohm ring is shown in Fig. 2.4. The

Schrödinger equation for this system (in the absence of magnetic field) is given by[
− h̄2

2m
∂ 2

∂x2 +V (x)
]

ψ(x) = Eψ(x) (2.18)
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The wave functions in different regions considering V (x) = 0 are given by,

ψI = eikx + re−ikx (2.19)

ψII = Aeikx +Be−ikx (2.20)

ψIII = Ceikx +De−ikx (2.21)

ψIV = teikx (2.22)

where r and t are reflection and transmission amplitudes respectively. k is the wave vector given by

k =
√

2mE
h̄2 in the leads. These are the limiting cases that follow from Eqs. (2.14)−(2.17).

If we apply an Aharanov-Bohm flux in the centre of the ring, then the Schrödinger equation is

given by

[
1

2m
(p̂− e

c
~A)2 +V (x)]ψ(x) = Eψ(x) (2.23)

where, p̂ = h̄
i

d
dx is the canonical momentum and ~A is the vector potential. Under gauge transforma-

tions,

~A−→ ~A−~∇χ (2.24)

where χ is an arbitrary scalar function. We know magnetic field, ~B = ~∇×~A. Since curl of a scalar

function is zero, then magnetic field B is unchanged under this transformation,

~B = ~∇×
(
~A−~∇χ

)
= ~∇×~A

We can substitute the gauge transformed vector potential in Eq. (2.23). However, that amounts to

change the momentum and hence the wave vector in quantum mechanics. And so the substitution

has to be accompanied with multiplying an appropriate phase factor in the wave function. Thus Eq.

(2.23) is equivalent to,

[
1

2m
(~p− e

c
(~A−~∇χ))2]ψ(x)e−

ie
h̄c
∫ ~∇χ.d~x = [E−V (x)]ψ(x)e−

ie
h̄c
∫ ~∇χ.d~x (2.25)

Since χ is arbitrary, we can take,

~A = ~∇χ (2.26)
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Substituting Eq. (2.26) in Eq. (2.25), we get,

1
2m

[~p]2ψ(x)e−
ie
h̄c
∫
~A.d~x = [E−V (x)]ψ(x)e−

ie
h̄c
∫
~A.d~x

or,

1
2m

[~p]2ψ
′(x) = [E−V (x)]ψ ′(x) (2.27)

where,

ψ
′(x) = ψ(x)e−

ie
h̄c
∫
~A.d~x (2.28)

Eq. (2.27) is the gauge transformed Schrödinger equation. The phase factor multiplied to the wave

function in Eq. (2.25) can be justified by showing Eq. (2.28) is identical to Eq. (2.23). To show this

first we will evaluate L.H.S of the Eq. (2.27).

~p2
ψ
′(x) = ~p.

[
~pψ
′(x)
]

Now, ~pψ
′(x) = ~p

[
ψ(x)e−

ie
h̄c
∫
~A.d~x
]

= ~p [ψ(x)]e−
ie
h̄c
∫
~A.d~x +ψ(x)~p

[
e−

ie
h̄c
∫
~A.d~x
]

= [~pψ(x)]e−
ie
h̄c
∫
~A.d~x− (

e~A
c
)ψ(x)e−

ie
h̄c
∫
~A.d~x

Therefore,

~p2
ψ
′(x) = ~p.

[
{~pψ(x)}e−

ie
h̄c
∫
~A.d~x− (

e~A
c
)ψ(x)e−

ie
h̄c
∫
~A.d~x

]

=
{
~p2

ψ(x)
}

e−
ie
h̄c
∫
~A.d~x +{~pψ(x)} ·~p[e−

ie
h̄c
∫
~A.d~x]−

[
~p · (e~A

c
)

]
ψ(x)e−

ie
h̄c
∫
~A.d~x

− (
e~A
c
) · [~pψ(x)]e−

ie
h̄c
∫
~A.d~x− (

e~A
c
)ψ(x) ·~p[e

−ie
h̄c
∫
~A.d~x]

=
{
~p2

ψ(x)
}

e−
ie
h̄c
∫
~A.d~x−{~pψ(x)} .(e~A

c
)e−

ie
h̄c
∫
~A.d~x−

[
e~p ·~A

c

]
ψ(x)e−

ie
h̄c
∫
~A.d~x

− (
e~A
c
).~pψ(x)e−

ie
h̄c
∫
~A.d~x− (

e~A
c
)ψ(x).

[
(
e~A
c
)e−

ie
h̄c
∫
~A.d~x

]

=

[
~p2

ψ(x)−~p.(
e~Aψ(x)

c
)− (

e~A
c
).{~pψ(x)}+ e2A2

c2 ψ(x)

]
e−

ie
h̄c
∫
~A.d~x

=

[(
~p− e~A

c

)
.

(
~pψ(x)− e~A

c
ψ(x)

)]
e−

ie
h̄c
∫
~A.d~x



2.3 Aharanov-Bohm ring 31

or, ~p2
ψ
′(x) =

[
~p− e~A

c

]2

ψ(x)e−
ie
h̄c
∫
~A.d~x (2.29)

Substituting Eq. (2.29) in Eq. (2.27), we get,

1
2m

[~p− e~A
c
]2ψ(x)e−

ie
h̄c
∫
~A.d~x = [E−V (x)]ψ(x)e−

ie
h̄c
∫
~A.d~x (2.30)

Cancelling e−
ie
h̄c
∫
~A.d~x from both sides we get

1
2m

[~p− e~A
c
]2ψ(x) = [E−V (x)]ψ(x)

which is same as Eq. (2.23). So instead of solving Eq. (2.23) we can solve Eq. (2.27), i.e,

− h̄2

2m
∂ 2ψ ′(x)

∂x2 = [E−V (x)]ψ ′(x) (2.31)

or, − h̄2

2m
∂ 2ψ ′(x)

∂x2 = q2
ψ
′(x) (2.32)

where, q2 = E−V (x). Eq. (2.32) has solution of the form: ψ ′(x)≈ e±iqx. From, Eq. (2.28) we get,

ψ(x)e−
ie
h̄c
∫
~A.d~x = ψ

′(x)

Therefore

ψ(x)e−
ie
h̄c
∫
~A.d~x = e±iqx

or

ψ(x) = ei
∫(

~q+ e~A
h̄c

)
.d~x (2.33)

So now as the magnetic flux is applied, the solutions given in Eqs. (2.19)−(2.22) will change. To

understand the new wave functions it is more suitable to use the language of Feynmann path, which is

an alternative method for the canonical method used to get Eqs. (2.19)−(2.22). The Feynmann path

approach will also make it clear why to understand Aharanov-Bohm effect in solid state systems we

have to discard the idea of beam splitting at J1 and recombining at J2. Consider the point P in Fig. 2.5

and let us try to find the wave function at P using Feynmann path approach. According to Feynmann

path approach [16] the amplitude of the electron wave function at an arbitrary point P is the sum of

amplitudes of the electron arriving at that point, along all possible classical paths with appropriate
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Figure 2.5 Feynmann path to describe a term 1t ′ei(k+ eA
h̄c )l1t ′′ei(k+ eA

h̄c )l2r′ei(k− eA
h̄c )l2t ′′ei(k− eA

h̄c )(l1−x)

in the series of Eq. (2.34). The path is shown by the red line.

weights. So it is not just a wave arriving at P after splitting at J1 but all the infinite paths have to

be considered. Using Feynmann path approach we get the wave function at P in region II (whose

coordinate is x say),

ψ
P
II = 1t ′ei(k+ eA

h̄c )x +1t ′ei(k+ eA
h̄c )l1r′′ei(k− eA

h̄c )(l1−x)

+ 1t ′ei(k+ eA
h̄c )l1r′′ei(k− eA

h̄c )l1r′′′ei(k+ eA
h̄c )x + ....

+ 1t ′ei(k+ eA
h̄c )l1t ′′ei(k+ eA

h̄c )l2r′ei(k− eA
h̄c )l2t ′′ei(k− eA

h̄c )(l1−x)+ .... (2.34)

Here t ′ is the transmission amplitude from region I to region II. t ′ is also the transmission amplitude

from region I to region III. r′′ is the reflection amplitude at junction J2 for a particle in region II to be

reflected back to region II. r′′′ is the reflection amplitude at junction J1 for a particle in region II to

be reflected back to region II. t ′′ is the transmission amplitude at junction J2 for a particle in region II

to be transmitted to region III and r′ is the reflection amplitude at junction J1 for a particle in region

III to be reflected back to region III. l1 and l2 are the lengths of the two arms of the ring. The total

length (or, circumference) of the ring is, l = l1 + l2. Each term in Eq. (2.34) is the contribution of
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a distinct Feynmann path to the electron wave function. Let us consider one particular term, say the

third term in Eq. (2.34), i.e., 1t ′ei(k+ eA
h̄c )l1t ′′ei(k+ eA

h̄c )l2r′ei(k− eA
h̄c )l2t ′′ei(k− eA

h̄c )(l1−x). The corresponding

path is shown in Fig. 2.5 by the red coloured line. The incident wave function in lead L is eikx, at

junction J1 (x = 0) it is eik0 = 1. Now 1t ′ is transmitted from region I to region II across junction

J1. 1t ′ei
∫ l1

0

(
~k+ e~A

h̄c

)
.~dx is transmitted from from J1 to J2 along upper arm. At J2 it is transmitted to

the lower arm i.e. region III with amplitude 1t ′ei(k+ eA
h̄c )l1t ′′. 1t ′ei(k+ eA

h̄c )l1t ′′ei
∫ l2

0

(
~k+ e~A

h̄c

)
.~dx is transmitted

from J2 to J1 along the lower arm. At junction J1, this amplitude is reflected back to region III with

amplitude 1t ′ei(k+ eA
h̄c )l1t ′′ei

∫ l2
0

(
~k+ e~A

h̄c

)
.~dxr′. This amplitude is transmitted from J1 to J2 along lower arm

with amplitude,

1t ′ei(k+ eA
h̄c )l1t ′′ei

∫ l2
0

(
~k+ e~A

h̄c

)
.~dxr′ei

∫ 0
l2

(
~k+ e~A

h̄c

)
.~dx (2.35)

Now,

ei
∫ l2

0

(
~k+ e~A

h̄c

)
.~dx

= ei
∫ l2

0
~k.~dxei

∫ l2
0

e~A
h̄c .

~dx

= ei
∫ l2

0 kdxei
∫ l2

0
eA
h̄c dx

= eikl2ei eA
h̄c l2

or, ei
∫ l2

0

(
~k+ e~A

h̄c

)
.~dx

= ei(k+ eA
h̄c )l2

And,

ei
∫ 0

l2

(
~k+ e~A

h̄c

)
.~dx

= ei
∫ 0

l2
~k.~dxei

∫ 0
l2

e~A
h̄c .

~dx

= ei
∫ 0

l2
−kdxei

∫ 0
l2

eA
h̄c dx

= ei
∫ l2

0 kdxe−i
∫ l2

0
eA
h̄c dx

= eikl2e−i eA
h̄c l2

or, ei
∫ 0

l2

(
~k+ e~A

h̄c

)
.~dx

= ei(k− eA
h̄c )l2

Substituting these integrals in Eq. (2.35), we get,

1t ′ei(k+ eA
h̄c )l1t ′′ei(k+ eA

h̄c )l2r′ei(k− eA
h̄c )l2 (2.36)

It is the amplitude that has arrived at J2 for the feynmann path. From junction J2 this amplitude get

transmitted to region II with amplitude 1t ′ei(k+ eA
h̄c )l1t ′′ei(k+ eA

h̄c )l2r′ei(k− eA
h̄c )l2t ′′. This propagates from J2
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to point P resulting in an amplitude

1t ′ei(k+ eA
h̄c )l1t ′′ei(k+ eA

h̄c )l2r′ei(k− eA
h̄c )l2t ′′ei

∫ x
l1

(
~k+ e~A

h̄c

)
.~dx (2.37)

Now,

ei
∫ x

l1

(
~k+ e~A

h̄c

)
.~dx

= ei
∫ x

l1
~k.~dxei

∫ x
l1

e~A
h̄c .

~dx (2.38)

= ei
∫ x

l1
−kdxei

∫ x
l1

eA
h̄c dx (2.39)

= ei
∫ l1

x kdxe−i
∫ l1

x
eA
h̄c dx (2.40)

ei
∫ x

l1

(
~k+ e~A

h̄c

)
.~dx

= eik(l1−x)e−i eA
h̄c (l1−x) (2.41)

Substituting this integral in Eq. (2.37) the amplitude at point P due to this trajectory shown by the red

line in Fig. 2.5 reduces to,

1t ′ei(k+ eA
h̄c )l1t ′′ei(k+ eA

h̄c )l2r′ei(k− eA
h̄c )l2t ′′eik(l1−x)e−i eA

h̄c (l1−x) = 1t ′t ′′r′t ′′e2ikl1e2ikl2eiαe−ikxe−
ieA
h̄c (l1−x)

Here, α = e
h̄c Al1. If l2 changes, then the wave function at P in the upper arm changes. This is the the

amplitude contributing to the wave function at point P for a particular feynmann path.

The wave function of region II at point P (Eq. (2.34)) due to all possible feynmann paths can be

simplified as,

ψ
P
II = eikxe

ieA
h̄c x(1t ′+1t ′r′′r′′′e2ikl1 + .....)

+ e−ikxe−
ieA
h̄c (l1−x)(1t ′r′′e2ikl1eiα +1t ′t ′′r′t ′′e2ikl1e2ikl2eiα + ....)

It can be further written as,

ψ
P
II = Aeikxe

ieA
h̄c x +Be−ikxe−

ieA
h̄c (l1−x)

where

A = (1t ′+1t ′r′′r′′′e2ikl1 + .....)

and

B = (1t ′r′′e2ikl1eiα +1t ′t ′′r′t ′′e2ikl1e2ikl2eiα + ....).
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Note that at constant magnetic field A and B are constants. Although B contains α , |B|2 is independent

of α . This is expected in one dimension. In quasi one dimension with multiple transverse modes,

A and B will depend on α , which will be responsible for paramagnetic currents and the effect of

centrifugal force. Similarly, the wave function in region III is,

ψIII = Ceikxe
ieA
h̄c x +De−ikxe−

ieA
h̄c (l2−x) (2.42)

Applying Griffiths boundary conditions, i.e.

1. The wave functions are continuous at the junctions.

i.e., at a junction, ψI = ψII = ψIII = ...

2. (Kirchoff’s law) The total current (or first derivative of wave function) is conserved at a junc-

tion.

i.e., at a junction ∑i
dψi
dx = 0

Applying the first boundary condition at the junctions J1 and J2, we take,

ψI(0) = ψII(0) = ψIII(l2)

ψII(l1) = ψIII(0) = ψIV (0)

From this we get,

A+Be−iα = 1+ r (2.43)

Ceikl2eiβ +De−ikl2 = 1+ r (2.44)

Aeikl1eiα +Be−ikl1 = t (2.45)

C+De−iβ = t (2.46)

Here, β = e
h̄c Al2.

The other boundary condition i.e., Kirchoff’s law, is not the same in the presence of magnetic

field, let us see how. For getting the correct boundary condition we again start with the Schrödinger’s

equation in the presence of magnetic field, which is given by,[
1

2m

(
h̄
i

∂

∂x
− e

c
~A
)2

+V (x)

]
ψ(x) = Eψ(x)
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or, in three dimensions (we replace x by r, and ∂

∂x by ~∇) we can write the above equation in the form,[
1

2m

(
h̄
i
~∇− e

c
~A
)2

+V (r)

]
ψ(r) = Eψ(r)

⇒− h̄2

2m
∇

2
ψ(r)+

h̄e
2mic

~∇.~A+
e2A2

2mc2 ψ(r)+V (r)ψ(r) = Eψ(r)

Integrating both sides over volume, we get,

⇒− h̄2

2m

∫
V ′

∇
2
ψ(r)dV ′+

h̄e
2mic

∫
V ′
~∇.~AdV ′+

∫
V ′

e2A2

2mc2 ψ(r)dV ′

+
∫

V ′
V (r)ψ(x)dV ′ =

∫
V ′

Eψ(r)dV ′

⇒− h̄2

2m

∫
V ′
~∇.(~∇+

e
ih̄c

~A)ψ(r)dV ′+
∫

V ′

e2A2

2mc2 ψ(r)dV ′

+
∫

V ′
V (r)ψ(r)dV ′ =

∫
V ′

Eψ(r)dV ′

Here V ′ is a small volume enclosed by a surface S′ of the junction J1 (say).

− h̄2

2m
lim

V ′→0

∫
S′
(~∇− ie

h̄c
~A)ψ(r).d~S′+ lim

V ′→0

∫
V ′

e2A2

2mc2 ψ(r)dV ′

+ lim
V ′→0

∫
V ′

V (r)ψ(r)dV ′ = lim
V ′→0

∫
V ′

Eψ(r)dV ′

Now

lim
V ′→0

∫
V ′

e2A2

2mc2 ψ(x)dV ′ = 0,

lim
V ′→0

∫
V ′

V (x)ψ(x)dV ′ = 0

and

lim
V ′→0

∫
V ′

E(x)ψ(x)dV ′ = 0

as V ′ is shrinking to 0. Therefore it follows that∫
S′
(~∇− ie

h̄c
~A)ψ(x).d~S′ = 0

For the partial waves the integration becomes a sum and we can write,

∑(~∇− ie
h̄c

~A)ψ(x) = 0 (2.47)

This is the Kirchoff’s law in the presence of magnetic field. Hence in one dimension, Eq. (2.47) can

be written as,

∑
i

{
dψi

dxi
− ie

h̄c
A
}
= 0
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Applying this boundary condition at the junctions J1 and J2, we get another set of equation given by,(
dψI

dx

)
0
=

(
dψII

dx
− ie

h̄c
AψII

)
0
+

(
dψIII

dx
− ie

h̄c
AψIII

)
l2(

dψII

dx
− ie

h̄c
AψII

)
l1

+

(
dψIII

dx
− ie

h̄c
AψIII

)
0
=

(
dψIV

dx

)
0

From this we get,

ikA− ikBe−iα + ikCeikl2eiβ − ikDe−ikl2 = ik− ikr (2.48)

ikAeikl1eiα − ikBe−ikl1 + ikC− ikDe−iβ = ikt (2.49)

We will solve Eqs. (2.43), (2.44), (2.45), (2.46), (2.48) and (2.49) by matrix inversion to calculate A,

B, C, D, r and t which are the amplitudes in the one dimensional ring described in Fig. 2.4. r and

t are the reflection and transmission amplitudes. A, B, C, D, r and t become flux dependent through

these boundary conditions. It is known that micro reversibility implies |t(φ)|2 = |t(−φ)|2. That is

|t(φ)|2 is an even function of flux. From this section we can conclude that scattering phase shift of

any arm cannot be independently measured due to presence of higher order feynmann paths, but in

many experiments [47–49], people managed to measure scattering phase shift. A brief report on such

experimental set up and measurements is given in the next section.

2.4 Measurement of scattering phase shift

A series of experiments [47–49] has recently confirmed that scattering phase shifts in quantum or

mesoscopic systems can be measured. Non-locality in quantum mechanics does not allow us to

determine a particular path in which the electron wave propagates. This is unlike classical waves.

This problem was overcome by using additional probes and controlled decoherence.

Fig. 2.6 shows the experimental set up to measure scattering phase shift. The set up [47] is similar

to double slit interferometer with one slit replaced by a quantum dot (QD). A QD is a small, confined

puddle of electrons, with two tunnel barriers coupling it to two reservoirs. The electrons in the puddle

occupy a discrete ladder of energy levels, with average level spacing ∆. E is the emitter which acts

as source of electrons, C is the collector which acts as the sink of electrons, Φ is the magnetic flux
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Figure 2.6 Schematic representation of the experimental set up used by Schuster et al.
[47], which is similar to double slit interferometer with one slit replaced by a quantum dot.
Electrons are transmitted from the emitter (E) to the collector (C) crossing an Aharanov-
Bohm ring, with a quantum dot along one of the arm. Additional contacts to the base
regions (B) allow the leakage of electrons travelling across the interferometer. VP is the
plunger gate voltage which controls the dot occupancy.

enclosed by the interferometer and VP is the plunger gate voltage. A capacitively coupled metallic

gate called plunger gate is used to tune the energy levels in the dot. Resonant tunnelling between the

two reservoirs (through the tunnel barrier-puddle-tunnel barrier system) takes place and current flows

when an energy is aligned with the Fermi energy level in the leads. When an electronic level drops

below the Fermi level in the leads, it gets occupied and the number of electrons in the dot increases

by one. Hence, changing VP, the dot occupancy can be adjusted.

This set up is a four terminal configuration (shown in Fig. 2.6), which consists of emitter (E) and

collector (C) QPC, and a base region (B) in between. The base contacts serve as draining reservoirs

with zero chemical potential. The electron wave enters the interferometer from E, and being quantum

mechanical in nature, goes through both the paths, one having a quantum dot and another without

any quantum dot, simultaneously. To make sure that the electron travels through only these two

classical paths i.e. to enable controlled decoherence, additional QPCs (the white gates (R) in Fig.

2.6) called reflectors are employed in the set up. They reflect the diverging electrons towards the slits

and subsequently towards the collector, where the electrons interfere to give a interference pattern. In
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Figure 2.7 (a)The peaks in the collector-base voltage VCB as a function of plunger gate
voltage VP at fixed magnetic field. (b) Aharanov-Bohm oscillations of VCB as a function
of magnetic field B, for fixed plunger gate voltage. The four curves correspond to four
different values of VP marked in Fig. 2.7(a). This figure is adapted from ref. [47].
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Figure 2.8 Evolution of the magnitude and phase of the transmission amplitude tQD across
a sequence of peaks. (a) Amplitude of Aharanov-Bohm oscillations as a function of VP.
Notice the minimum in each valley, separating consequent peaks. At the minimum, the
amplitude is almost zero. (b) Phase of Aharanov-Bohm oscillations across the peaks of
VCB. The phase evolution is well described by Breit Wigner formula, but an unexpected
phase drop of π is observed at the valley corresponding to minimum of the amplitude of
Aharanov-Bohm oscillations. This figure is adapted from ref. [47].
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the presence of magnetic flux through the interferometer, an Aharanov-Bohm phase is added to the

phase shift, given by, 2π
Φ

φ 0
, where φ0 =

h
e is the flux quantum. The oscillations of the interference

pattern are controlled by both magnetic flux Φ and plunger gate voltage VP. Fig. 2.7(a) shows the

resonance peaks of collector-base voltage VCB as a function of plunger gate voltage VP for a fixed

magnetic field. Few points are marked on one of the resonant peak, 1, 2, 3 and 4. Fixing VP at

respective marked points and changing the magnetic field, we get the interference pattern shown in

Fig. 2.7(b). The pattern shows clear consistency with the Aharanov-Bohm effect. For various values

of VP, the oscillatory pattern was observed to shift, the shift being proportional to the phase of the

transmission amplitude tQD of the QD. The measurement of the shift of the oscillatory pattern allowed

to extract the coefficient and phase of the QD across one resonance peak. The measured transmission

is consistent with Briet Wigner resonance. The experimental data well fit the expression

tQD = iC
Γ/2

ε + iΓ/2
(2.50)

where, Γ is the broadening of the resonance, C is the complex amplitude independent of VP and ε

is its position measured from the Fermi level in the leads. For a complete picture they record the

Aharanov-Bohm interference oscillations at many points along many the resonant peaks, and get to

see the scattering phase shift, i.e., the phase shift of the quantum dot.

The experimentally observed scattering amplitude and phase shift are shown in Figs. 2.8(a) and

2.8(b). The phase has a periodic behaviour which is repeated at each resonance. At each resonance,

the phase increases by π and between consequent resonances the phase behaviour shows a sharp drop

of π . The increasing phase behaviour could be well understood and is consistent with the Breit-

Wigner formula in Eq. (2.50). However, the phase drop in the valley separating consecutive peaks,

raised a lot of questions on the correction of measured scattering phase. In order to confirm the

measured phase shift is correct or not, the concept of Hilbert transform can be applied.

2.4.1 Hilbert transform

In the paper of Englman and Yahalom [50], they pointed out a relationship between transmission

phase shifts and transmission amplitudes, which is model independent and depends on the analytical

properties of transmission. Let us consider complex transmission amplitude (as a function of an
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external parameter, the gate voltage VP) be t(VP) = |t(VP)|eiθt(VP), then

ln|t(VP)| =
1
π

P
∫

∞

−∞

θt(V
′
P)

V ′P−VP
dV

′
P (2.51)

θt(VP) = − 1
π

P
∫

∞

−∞

ln|t(V ′P)|
V ′P−VP

dV
′
P (2.52)

These are Hilbert transforms. These are similar to widely known Kramers-Kronig equations [51].

Scientists have applied this concept to the measured transmission (scattering) cross section, and found

transmission (scattering) phase shift to be correctly measured. Even then measured scattering phase

shift has many unexplained features which were not understood theoretically. For instance, the phase

drop observed between the resonances in experiments was a matter of intense research in the past.

Now it is known to be due to an effect known as Fano resonance.

2.4.2 Fano resonance

A Fano resonance [52] is a type of resonant scattering phenomenon that gives rise to an asymmetric

line-shape. The Fano resonance line-shape is due to interference between two scattering amplitudes,

one due to scattering within a continuum of states (the background process) and the second due to

an excitation of a discrete state (the resonant process). The energy of the resonant state must lie in

the energy range of the continuum (background) states for the effect to occur. Near the resonant

energy, the background scattering amplitude typically varies slowly with energy while the resonant

scattering amplitude changes both in magnitude and phase quickly. It is this variation that creates

the asymmetric line profile. In the experiment of Schuster et al., Fano resonance is confirmed due to

interference between discrete states, i.e, contribution of electrons passing through the reference path

with a quantum dot, and the continuum state, i.e., the contribution of electrons passing through the

arm without any quantum dot. The phase shows a sharp drop or line shape between the resonances

due to this Fano resonance. At Fano resonance, we have also observed other puzzling and unexpected

features which will be discussed later, in this thesis.

Now the next question arises, is what information is associated with the measurement of scat-

tering phase shift? The answer is density of states (DOS). DOS play an important role in a number

of different physical contexts. For example, thermodynamic properties, tunnelling phenomena, elec-
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trical conduction phenomena, charging effects, etc. In mesoscopic systems, there is a hierarchy of

partial DOS [53], which is not there in macroscopic systems. In the next chapter, we will discuss the

relationship between scattering phase shifts and DOS in the next chapter.



Chapter 3

Scattering phase shift and Density of

states

In Chapter 2, we have shown that scattering phase shift can be directly measured. Scattering phase

shift is related to density of states of a scattering system or sample, which will be seen in this chapter.

Before going into details on density of states, we would like to start with a general transport problem,

since scattering is closely related to transport through the conductor.

In scattering theory, one distinguishes between sections of the system: The contacts (also called

reservoirs), the leads and the scattering region (or the conductor). The contacts act as electron sources

and drains, and are characterised only by macroscopic quantities such as temperature, chemical poten-

tial, etc. The leads are waveguides [54] for electrons and connect the scattering region to the contacts.

Each lead supports a finite number of current carrying electron modes or channels, depending on

the transverse confinement of the electrons [16]. The electrons injected from the contact traverse the

mesoscopic device without loosing phase coherence, if we consider the device dimensions within bal-

listic regime. The electronic states are therefore most appropriately described in terms of scattering

states [55]. In the next section we will discuss more on electron transport within a mesoscopic con-

ductor. By transport we mean the way electrons travel across a conductor, which is given by ‘Ohm’s

law’. But Ohm’s law is valid in macroscopic systems or in classical transport. Now the question arises

is, whether ohm’s law is valid in mesoscopic systems, if no, then how is it modified in mesoscopic

44
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Figure 3.1 Point contact conductance as a function of gate voltage. The constriction be-
comes wider as the voltage is moved towards higher values. This figure is adapted from
ref. [56].

systems, this is what is discussed in the next section.

3.1 Quantized resistance

Let us start with a one dimensional ballistic conductor of length L and width W (L>>W ), sandwiched

between two contacts. Then according to Ohm’s law, the resistance is given by,

Rc = G−1
c =

V
I
=

L
W

ρ

where, L and W are length and width of the conductor, ρ is the resistivity, V is the applied voltage and

I is the current flowing through the conductor on application of the voltage. Resistance depends on

the geometry (and the material) of the conductor, whereas the resistivity only depends on the material.

This is the macroscopic case. If we reduce the geometry (length) of the conductor to zero, then we
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expect the resistance to become zero,

lim
W,L→0

G−1
c = 0

but this is not what is experimentally observed, i.e., ohm’s law is not valid for small conductors

belonging to mesoscopic scale. The first experiment was performed by B.J. van Wees in 1988 [56],

where they reported the experimental study of the conductance (inverse of resistance) of ballistic point

contacts in the 2-DEG of high-mobility GaAs−GaA1As heterostructures (In Chapter 1, we have

already discussed about the formation 2-DEG and fabrication of point contacts). The conductance

approaches a limiting value Gc and is found to change in quantized steps of 2e2

h at zero magnetic field,

when gate voltage on top of the heterojunction is varied. The width of the conductor is controlled by

the gate voltage. The experimentally observed conductance is shown in Fig. 3.1.

Now, the question arises is, where does this resistance (or, conductance) comes from? This resis-

tance arises from the interface between the conductor and the contacts, which are different materials.

Mode reflection at the interface of two dissimilar materials causes finite conductance even with a

ballistic conductor. We refer to this limiting resistance G−1
c as contact resistance, since it is occurring

at the interface between the contacts and the conductor where the carriers have to be transmitted from

the infinite number of modes in the contacts to the finite number of modes in the conductor. To cal-

culate this resistance, a general way is to start with the calculation of current through the conductor,

for an applied bias.

3.1.1 Contact resistance

Let us consider a ballistic conductor connected to two large contacts (shown in Fig. 3.2). The contacts

are assumed to be much larger than the conductor such that they can be considered to be carrier

reservoirs with local Fermi-levels µ1 and µ2. The current is carried by a large number of transverse

modes (or, sub-bands) in the contacts, but within the narrow conductor, the current is carried by only

a few number of modes. Each mode has a dispersion relation E(k) with a cut off energy εn, below

which it cannot propagate. The number of transverse modes at an energy E is obtained by counting
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Figure 3.2 Upper: A ballistic conductor connected to two large contacts. Lower: The
density of transverse modes in the contacts and the conductor is shown. The contacts have
large number of transverse modes while the conductor has a very few transverse modes.

the number of modes having energies below E, i.e,

M(E) = ∑
n

ϑ(E− εn) (3.1)

Consider a single transverse mode whose +k states and −k states1 are occupied according to Fermi-

Dirac distribution function, f (E,µ1) and f (E,µ2) respectively. The ballistic conductor has a mean

free path length Lm much larger then device length L, such that electrons can pass without any energy

or momentum relaxation due to scattering, leading to a transmission probability equal to one for each

mode. In a ballistic conductor with two terminals the net current is a balance between the influx of

electrons from the first contact minus that originating from the second contact. The current carried

by single +k state from left contact to right contact is,

dI+ = ev f (E,µ1)
dn
dE

dE (3.2)

1In the case of zero bias and zero temperature electrons occupy both negative and positive k-states distributed symmetri-

cally up to the Fermi level, giving rise to a zero net current. On introducing a finite bias, +k states are not fully compensated

by their negative mirror −k states. +k states are filled up to the µ1 level whereas −k states are occupied up to the µ2 level.

Consequently, the un-compensated states constitute a current flowing from the µ1 side to the µ2 side trying to re-establish

equilibrium
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where, v is the group velocity of electron at energy E, and dn
dE is the number of states again at energy

E. v = 1
h

dE
dk and dn

dE = dk
dE , therefore v dn

dE drops out from Eq. (3.2), leaving a factor of 1
h , and we are

left with,

dI+ =
e
h

f (E,µ1)dE (3.3)

Similarly, current carried by single −k state from right to left is,

dI− =
e
h

f (E,µ2)dE (3.4)

The net current carried by a single k state within the conductor is the difference between the right

flowing and left flowing current.

dI =
e
h
[ f (E,µ1)− f (E,µ2)] (3.5)

The net current within the conductor is carried by all possible k states, i.e., integrating over entire

energy range,

I(E) =
2e
h

∫
∞

−∞

[ f (E,µ1)− f (E,µ2)]dE

or, I(E) =
2e
h
(µ1−µ2) (3.6)

The factor 2 in the above equation is added to include the spin degeneracy of the electron. The above

expression is the current carried by a single mode within the conductor. If there are M transverse

modes within the interval (µ1−µ2), then the net current carried is,

I(E) =
2e
h

M(µ1−µ2) =
2e2

h
MV

⇒ G−1
c =

V
I
=

h
2e2M

(3.7)

Eq. (3.7) is the expression for contact resistance of a ballistic conductor. Since the number of propa-

gating modes M in Eq. (3.1) depends strongly on the width W of the channel, the measured conduc-

tance, shown in Fig. 3.1 exhibits plateaus that correspond to a constant number of propagating modes.

The conductance of each plateau corresponds exactly to the number of modes times the conduction

quantum Gc which is the proof that ballistic quantum transport has been observed.
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Figure 3.3 Upper: A ballistic conductor is connected to two large contacts through ideal
(ballistic) leads shown by dotted lines. lower: The density of transverse modes in the leads
is shown.

The contact resistance is independent of sample or conductor geometry (L and W ), but only

depends on the number of transverse modes carrying the current. But according to Ohm’s law the

resistance is a material property, than how to get Ohm’s law from contact resistance. This connection

can be obtained from Landauer formula [57–59] that was introduced by Landauer in 1988 [57]. To

obtain the ballistic transport properties of more general devices that exhibit non-unitary transmission,

Landauer extended this picture of the quantized conductance by introducing a weighting factor for the

transmission probability, namely the transmission function T (E), which we will discuss in the next

subsection. Moreover, we will show that in Landauer formula, the resistance has two parts, one is

the geometry independent interface or contact resistance and another is the scatterer resistance. The

scatterer resistance inhibits the material property and hence obeys Ohm’s law.

3.1.2 Landauer formula

Now we consider a conductor connected to two large contacts by two ideal leads (lead 1 and lead

2) each with M transverse modes, as shown in Fig. 3.3. The leads are considered ideal in the sense



3.1 Quantized resistance 50

that there is no scattering in the leads. The contacts allow the electrons that are absorbed to relax to

the Fermi distribution of the contact, and thus serve as reservoirs of thermalized electrons. Due to

the inelastic processes leading to relaxation in energy, the phase of the electron is destroyed in this

process. When the electron is re-emitted it has no knowledge of its past. This means that there is

no correlation between the electrons emitted from different contacts. The contacts are assumed to be

reflectionless, so that all the right moving electrons in the left lead (lead 1) have originated in the left

contact (contact 1), and all the left moving electrons in the right lead (lead 2) have originated in the

right contact (contact 2). One can then assume that the distribution of electrons is the same in both

the contacts. The contacts have different electrochemical potentials µ1 and µ2, the current is carried

by states lying between µ1 and µ2. Again following the same formalism, the influx of electrons from

lead 1 is [16],

I+1 =
2e
h

M(µ1−µ2) (3.8)

The outflux of electrons at lead 2, that is transmitted from lead 1 is,

I+2 =
2e
h

MT (µ1−µ2) (3.9)

where, T = T (E) is the transmission function. The rest of the flux is reflected back to contact 1 and

is given by,

I−1 =
2e
h

M(1−T )(µ1−µ2) (3.10)

Then the net current flowing through the conductor is,

I = I+1 − I−1 = I+2 =
2e
h

MT (µ1−µ2) =
2e2

h
MTV (3.11)

hence the resistance is given by,

G−1 =
h

2e2MT
=

h
2e2M

+
h

2e2M
(1−T )

T

= G−1
c +G−1

s (3.12)

where, G−1
s is the conductor or scatterer resistance. This is the formalism for two probe set up,

for the multi-probe set up this formalism is extended and generalised by Büttiker and is known as

Landauer-Büttiker formula, for details please see ref. [16].
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Now, the transmission probability through a long conductor (a collection of many scatterers) of

length L is given by (see Appendix B),

T =
L0

L+L0
(3.13)

where, L0 is a characteristic length of the order of mean free path. Then,

(1−T )
T

=
L
L0

(3.14)

Now,

G−1
s =

h
2e2M

L
L0

∝
L
W

(3.15)

Since the number of transverse modes depends on the width of the conductor W . Thus, Ohm’s law

for G−1
s is obtained, considering the limiting case of a long conductor including many scatterers.

The transmission probability T is related to scattering matrix elements by the following relation,

Ti j =| Si j |2 (3.16)

Therefore, by using scattering theory the relevant information needed to describe the ballistic trans-

port of an open device can be obtained from the S-matrix. Also density of states, which is another

very important feature of mesoscopic systems are related to scattering matrix elements more precisely,

scattering phase shifts.

In mesoscopic systems, there is a hierarchy of density of states, which is unique for mesoscopic

systems; and hence this is another difference between mesoscopic and macroscopic systems in addi-

tion to those discussed earlier in the introduction part of Chapter 1. In the next section a brief review

of ref. [53, 60, 61] is given, where starting from Larmor clock, a set of density of states is introduced

which are related to spin precession and spin rotation. Here also we start with an introduction to

Larmor precession time. The Larmor time is one of the most widely discussed approach to determine

the time-scales of tunnelling processes. The idea behind this time is that the motion of electrons in

a narrow region of magnetic field can be used to explore the time spent by the electrons within this

region.
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3.2 Larmor precession time

When magnetic field is applied, the magnetic moments experience a torque because of which they

precess about the magnetic field, this precession is called Larmor precession. If ~µ is the magnetic

moment for magnetic field ~B, then the torque experienced is,

τ =~µ×~B = γ(~J×~B) (3.17)

where γ is the gyromagnetic ratio. ~J is the angular momentum vector, which precesses with angular

frequency ωL called Larmor frequency. Let us consider a one dimensional scattering problem with

electrons moving along y-axis in a potential V (y). In the absence of magnetic field ~B, the scattering

matrix elements are sαβ (E,V (y)) for spin up as well as spin down electrons. Here, α and β are

the indices for outgoing and incoming leads, we adopt here the language from mesoscopic transport

discussions and call the region of large negative y the incident lead β and the region of large positive y

the outgoing lead α . E is the energy of the incident electrons. In the presence of magnetic field, V (y)

changes to V (y)∓ dV (y), the perturbation in potential is −dV (y) for spin up electrons and +dV (y)

for spin down electrons. Thus the scattering matrix in the presence of magnetic field, (using Taylor

series expansion) is,

s±
αβ

(E,V (y)∓dV (y)) = sαβ (E,V (y))∓
∫

dy′
δ sαβ

δV (y′)
δV (y′)+ .... (3.18)

where, s+ and s− are the scattering matrix for spin up and spin down electrons. The spin system is

shown in Fig. 3.4. We consider that the incident spin is in x-direction and is spin polarized, and the

magnetic field is along z-direction. Because of the torque γ(~J×~B), the spins precesses and develops

a y-component. The basis spinor which determine this precession is given by,

|ψ1〉=

ψ1+

ψ1−

=
1√

|s+21|2 + |s
−
21|2

s+21

s−21


Here the indices 21 means that we consider electrons transmitted from channel 1 to channel 2. For

this 1→ 2 scattering, the y-component of spin is,

〈sy〉21 = 〈ψ1|
h̄
2

σy|ψ1〉 (3.19)
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Figure 3.4 Schematic representation of the spin precession in the presence of magnetic
field. The field is restricted within y to y+ dy. The incident electrons are spin polarised,
subject to the magnetic field, the transmitted electrons experience both spin precession and
spin rotation [62].

where σy is y-component of Pauli matrices.

〈sy〉21 =
h̄
2

1
|s+21|2 + |s

−
21|2

[
s+21
∗ s−21

∗
]0 −i

i 0


s+21

s−21


=

h̄
2

1
|s+21|2 + |s

−
21|2

(
−is+21

∗s−21 + is−21
∗s+21

)
=
−ih̄

2
1

|s+21|2 + |s
−
21|2

(
s+21
∗s−21− s−21

∗s+21

)
Using the expansion of s±21 from Eq. 3.18, we get

〈sy〉21 =
−ih̄

2
(
|s+21|2 + |s

−
21|2
) [(s∗21−

∫
dy′

δ s∗21
δV (y′)

δV (y′)
)(

s21 +
∫

dy′
δ s21

δV (y′)
δV (y′)

)]
+

ih̄
2
(
|s+21|2 + |s

−
21|2
) [(s∗21 +

∫
dy′

δ s∗21
δV (y′)

δV (y′)
)(

s21−
∫

dy′
δ s21

δV (y′)
δV (y′)

)]
Multiplying and retaining the terms upto first order in δV (y′), we get,

〈sy〉21 =
−ih̄
2T

[∫
dy′s∗21

δ s21

δV (y′)
δV (y′)−HC

]
=
−ih̄
2T

[∫
dy′
(

s∗21
δ s21

δV (y′)
−HC

)
δV (y′)

]
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where, T = |s+21|2 + |s
−
21|2 and HC stands for Hermitian conjugate. For simplicity it is considered

that the magnetic field is constant in a small interval [y,y+dy] and takes there the value B. δV (y) is

the perturbation in potential due to the presence of magnetic field, hence δV (y) vanishes everywhere

except in the interval [y,y+dy], where it takes the value h̄ωL
2 (due to Zeeman effect). The potential is

reduced by h̄ωL
2 for spin up electrons and increases by h̄ωL

2 for spin down electrons. Therefore in this

interval, we can drop the integral and then the y-component of spin is given by,

〈sy〉21 =
−ih̄
2T

[
dy′
(

s∗21
δ s21

δV (y′)
−HC

)
−h̄ωL

2

]
At point y, it is given by,

〈sy〉21 =
−ih̄
2T

[(
s∗21

δ s21

δV (y)
−HC

)
−h̄ωL

2

]
For unit spin, the y-component developed is given by,

〈sy〉21 ≡
〈sy〉21

h̄
2

=
ih̄
2T

[(
s∗21

δ s21

δV (y)
−HC

)
ωL

]
(3.20)

Component of unit spin is dimensionally equivalent to angle of precession of the electrons. Dividing

this quantity by Larmor frequency ωL, then a quantity having dimension of time can be defined, which

is called Larmor precession time and is given by,

τy(2,y,1) =
ih̄
2T

[(
s∗21

δ s21

δV (y)
−HC

)]
=

−h
4πiT

[(
s∗21

δ s21

δV (y)
−HC

)]
(3.21)

For a general scattering problem, the time spent by an electron within the scattering region at point r

is given by,

τ(α,r,β ) =
−h

4πi|sαβ |2
Tr

(
s†

αβ

δ sαβ

δV (r)
− sαβ

δ s†
αβ

δV (r)

)
(3.22)

where, sαβ is the scattering matrix element for electrons incoming from β and outgoing from α and

Tr is trace which represents summation over incident and outgoing transverse mode (channel) indices.

Both β and α can take values 1,2,3, .... From Larmor precession time, a hierarchy of partial density

of states (DOS) is introduced in ref. [53]. In the next section, the hierarchy of DOS is introduced.
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Figure 3.5 Schematic representation of the scattering system considered in section 3.2.1.
The scattering region is shown by the blue region. The scattering region is connected to
multiple leads α,β ,γ,δ . The electrons enters and leaves the scattering region from all
possible leads.

3.2.1 Density of states

Let us start by considering a scattering region or sample connected with multiple leads shown in Fig.

3.5. The scattering region or the sample is shown by shaded (blue) region. Here, α and β be the

indices for outgoing and incoming leads. The electrons are incident from say lead β , then enters the

scattering region having an arbitrary potential V (r). Larmor precession time is connected to the local

partial density of states (LPDOS) and the relationship is given by,

τ(α,r,β ) =
h
|sαβ |2

ρ
′(α,r,β )

where,

ρ
′(α,r,β ) =− 1

4πi
Tr

(
s†

αβ

δ sαβ

δV (r)
− sαβ

δ s†
αβ

δV (r)

)
(3.23)

is the LPDOS and lies at the bottom of the hierarchy of DOS. ρ ′(α,r,β ) gives the contribution to

the density of states localised at point r of electrons incident from lead β and leaving the sample

from lead α . In order to measure this we require to specify both the incident and the outgoing leads

simultaneously, which is not quantum mechanically possible. But if we sum over any of the lead

indices α or β , then the quantity to be measured require to specify either the incident or the outgoing

lead. Summing over one of the indices, we get the next member of the hierarchy. If we sum over all
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outgoing leads α , then we get injectivity of contact β ,

ρ
′(r,β ) =− 1

4πi ∑
α

Tr

(
s†

αβ

δ sαβ

δV (r)
− sαβ

δ s†
αβ

δV (r)

)
(3.24)

Injectivity of contact β gives the contribution to the density of states localised at point r of electrons

incident to the sample through lead β , irrespective of the lead through which it leaves the sample. This

member of density of states is widely studied in this thesis. The reason behind studying injectivity

is that it is quantum mechanically feasible. While measuring ρ ′(α,r,β ), requires a pre-estimation of

both the incoming and outgoing leads, the measurement of injectivity only requires the knowledge of

incident lead. Injectivity is measured in many experiments, an example of which is, if an scanning

tunnelling microscope (STM) tip is brought close to the mesoscopic sample or the scattering region

(shown in Fig. 3.5), then the current delivered by the tip, gives the measure of injectivity.

If we sum over the incoming leads β , then we get another member in the same level of hierarchy

as injectivity, called emissivity,

ρ
′(α,r) =− 1

4πi ∑
β

Tr

(
s†

αβ

δ sαβ

δV (r)
− sαβ

δ s†
αβ

δV (r)

)
(3.25)

Emissivity gives the contribution to density of states localised at point r of those electrons which

leave the sample through lead α irrespective of the lead through which it enters the sample.

Finally if we sum over all injectivities or emissivities, we get the highest member of the hierarchy,

which is local density of states,

ρ
′(r) = ∑

β

ρ
′(r,β ) = ∑

α

ρ
′(α,r)

= − 1
4πi ∑

αβ

Tr

(
s†

αβ

δ sαβ

δV (r)
− sαβ

δ s†
αβ

δV (r)

)
(3.26)

Till now, the density of states, we have discussed are all local in nature, that is at a point r within the

scattering region. But mostly, people are interested to study the density of states not at a point but of

the entire scattering region. This can be obtained, when we consider the total volume (say Ω) of the

scattering region, and integrate the local density of states over r for this volume.
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3.2.2 Global Density of states

Integrating LPDOS given by Eq. (3.23) over r for the volume Ω, we get,

ρ(α,β ) = − 1
4πi

∫
Ω

dr3Tr

(
s†

αβ

δ sαβ

δV (r)
− sαβ

δ s†
αβ

δV (r)

)
(3.27)

ρ(α,r,β ) is the partial density of states (PDOS). In semi-classical case, it is possible to replace the

functional derivative with respect to the local potential V (r) by an energy derivative, i.e.,

−
∫

Ω

δ

δV (r)
∼=

d
dE

(3.28)

Applying this approximation we get semi-classical PDOS,

ρ(α,β ) ≈ 1
4πi

Tr

(
s†

αβ

dsαβ

dE
− sαβ

ds†
αβ

dE

)
(3.29)

Integrating injectivity given by Eq. (3.24) over space and applying the semi-classical approximation

we get,

ρ(β ) ≈ 1
4πi ∑

α

Tr

(
s†

αβ

dsαβ

dE
− sαβ

ds†
αβ

dE

)
(3.30)

ρ(β ) is semi-classical injectance. Similarly, semi-classical emittance is obtained from Eq. (3.25) and

is given by,

ρ(α) ≈ 1
4πi ∑

β

Tr

(
s†

αβ

dsαβ

dE
− sαβ

ds†
αβ

dE

)
(3.31)

and, finally applying Eq. (3.28), after integrating Eq. (3.26) over volume Ω, we get density of states

ρ(E).

ρ(E) ≈ 1
4πi ∑

αβ

Tr

(
s†

αβ

dsαβ

dE
− sαβ

ds†
αβ

dE

)
(3.32)

The scattering matrix elements are complex wave functions sαβ =| sαβ | e
iθs

αβ , with scattering coef-

ficient | sαβ |2 and scattering phase shift θsαβ
, then we can expand the above equation and write,

ρ(E) ≈ 1
2π

∑
αβ

Tr
(
| sαβ |2

dθsαβ

dE

)
(3.33)
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Hence we get a relation between density of states and energy derivative of scattering phase shift. This

is Friedel sum rule. The Friedel sum rule (FSR) relates the density of states (DOS) of a system to the

phase of the eigenvalues of the scattering matrix and is given by,

πρ(E) ≈ d
dE

θ f (3.34)

where, θ f is the Friedel phase and is given by,

θ f =
1
2i

log(det[S]) =
1
2 ∑

j
ξ j

where, S is the unitary scattering matrix and eiξ j are the eigenvalues of S matrix2. The S matrix

tells us the response at one lead due to excitation at the other lead, but a more powerful concept

called ‘Green’s function’ gives the response at any point (inside or outside the conductor) due to an

excitation at any other point. Moreover, S matrix and density of sates are also related to Green’s

function. Let us start with an introduction to Green’s function.

3.3 Green’s function

Whenever the response R is related to the excitation S by a differential operator D̂,

D̂R = S

we can define a Green’s function Ĝ and express the response in the form,

R = D̂−1S = ĜS

Hence, Green’s function can be defined as inverse of a differential operator. Obtaining the Green’s

function is usually simpler than solving the differential equation itself which makes the Green’s func-

tion method very useful.

2Say for a matrix S, eiξ j are the eigenvalues, then as known from basic matrix calculus,

det[S] = ∏
j

eiξ j = e∑ j iξ j

Now,

log(det[S]) = log
[
e∑ j iξ j

]
= ∑ iξ j
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A scattering problem can be expressed in the form of inhomogeneous Schrödinger equation,

[
E− Ĥ

]
Ψ = S (3.35)

where, Ψ is the wave function, H is the Hamiltonian operator with eigenenergy E and S is an equiva-

lent excitation term due to a wave incident from one of the leads. The corresponding Green’s function

can be written as,

Ĝ =
[
E− Ĥ

]−1 (3.36)

The inverse of a differential operator is not uniquely specified till we specify the boundary conditions.

Depending on the boundary conditions, two different Green’s function can be defined, retarded and

advanced.

3.3.1 Retarded and advanced Green’s function

Let us consider a simple one dimensional wire with constant potential V0, then the Green’s function

is given by,

Ĝ =

[
E−V0 +

h̄2

2me

d2

dx2

]−1

(3.37)

where, − h̄2

2m
d2

dx2 +V0 is the Hamiltonian. The above equation be rewritten as,(
E−V0 +

h̄2

2me

d2

dx2

)
G(x,x′) = δ (x− x′) (3.38)

Eq. (3.38) is similar to Schrödinger equation, expect the source term δ (x− x′) in the R.H.S. G(x,x′)

acts as the wave function at x due to unit excitation at x′, and satisfy Eq. (3.38) at every point except

point x = x′. Physically, such an excitation can result two different waves travelling along +x and

−x from the point of excitation, with amplitudes A+ and A−. One result is two outgoing waves that

originate at the point of excitation, which is referred to as retarded Green’s function GR in mesoscopic

literature [16]. A pictorial representation is given in Fig. 3.6(a). We can write

GR(x,x′) = A+eik(x−x′), for x > x′ (3.39)

GR(x,x′) = A−e−ik(x−x′), for x < x′ (3.40)
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Figure 3.6 (a) Retarded Green’s function and (b) Advanced Green’s function, for an infinite
one dimensional wire.

where, k =
√

2me(E−V0)

h̄2 is the wave vector of the wire. At x = x′, Green’s function must be continuous

and its first derivative must be discontinuos by 2me
h̄2 . That is,

[
GR(x,x′)

]
x=x′+ =

[
GR(x,x′)

]
x=x′− (3.41)

and
[

dGR(x,x′)
dx

]
x=x′+

−
[

dGR(x,x′)
dx

]
x=x′−

=
2me

h̄2 (3.42)

3 Substituting Eqs. (3.39) and (3.40) into Eqs. (3.41) and (3.43), we get

A+ = A− and ik
(
A++A−

)
=

2me

h̄2 (3.43)

Hence,

A+ = A− =− i
h̄v

(3.44)

where, v = h̄k
me

is the velocity of the outgoing waves. Hence, the retarded Green’s function is given by,

GR(x,x′) =− i
h̄v

eik|x−x′| (3.45)

There is another solution to Eq. (3.38) which is given by,

GA(x,x′) = +
i

h̄v
e−ik|x−x′| (3.46)

This solution refers to the situation, of incoming waves that disappear at the point of excitation at

x = x′, and is referred to as advanced Green’s function [16]. If an infinitesimal imaginary energy iη is

3By, x′+, we mean evaluated from right of x′ and by x′− we mean evaluated from the left of x′.
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Figure 3.7 Coupling between a lead and the conductor.

added to Eq. (3.38), then the wave vector develops a positive imaginary component iδ , then retarded

and advanced Green’s function takes the form,

GR =
[
E + iη− Ĥ

]−1
=− i

h̄v
eik(1+iδ )|x−x′| (3.47)

and GA =
[
E− iη− Ĥ

]−1
=+

i
h̄v

e−ik(1−iδ )|x−x′| (3.48)

The imaginary part iδ in the wave vector makes the advanced function grow indefinitely as we move

away from the excitation. This makes the retarded function, the only feasible solution to Eq. (3.38),

since a proper solution must be bounded. The example considered above is limited to single mode,

let us now try to analyse the Green’s function for multi mode infinite wire. In this case apart from the

longitudinal part, a transverse part will add on the solution to Green’s function, which can be written

as,

GR(x,y;x′,y′) = ∑
m
− i

h̄vm
χm(y)χm(y′)eikm|x−x′| (3.49)

GR(x,y;x′,y′) represents the response at point (x,y), due to excitation at point (x′,y′). where, m

is the index for transverse modes, χm(y) are the transverse mode wave functions with quantized

eigenenergies εm, km=
√

2me(E−εm)

h̄ and vm = h̄km
me

.

Again, scattering matrix S is related to Green’s function by Fisher-Lee relation [63], (see Ap-

pendix C.1)

snm =−δnm + ih̄
√

vnvm

∫∫
χn(yq)

[
GR

qp(yq;yp)
]

χm(yp)dyqdyp (3.50)

where, m,n are indices for transverse modes and p,q are indices for leads (left and right).

One can obtain a matrix representation for Hamiltonian operator H and thus calculate the inverse

to get Green’s function. A common approach for matrix representation of an operator is to discretize
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the spatial coordinate. Then the Green’s function becomes a matrix : GR(x,x′)→GR(i, j), where, the

indices i, j are points on a discrete lattice. In matrix form, Eq. (3.47) reduces to,

[(E− iε)I−H]GR = I

or GR = [(E− iε)I−H]−1 (3.51)

where, [I] is identity matrix and [H] is the matrix representation of the Hamiltonian operator H. Now

that we know [H] matrix, we can find out the inverse and hence calculate the Green’s function GR.

The only problem is that the matrix is infinite dimensional. This is because the system considered is

an open system connected to leads that stretch to infinity. If we simply truncate the matrices at some

point, then we would effectively be describing a closed system with fully reflecting boundaries. Let

us consider a discrete lattice for both the conductor and the lead, the adjacent lattice points in the

conductor and a lead p can be coupled as shown in Fig. 3.7. The overall Green’s function for both

conductor and lead can be partitioned into a Green’s function for the conductor GC, for the lead Gp

and two coupling Green’s functions conductor-lead GCp and lead-conductor GpC Gp GpC

GCp GC

=

(E + iε)I−Hp τp

τ†
p EI−HC


−1

(3.52)

where, [(E− iε)I−Hp] represents matrix for the isolated lead, while [EI−HC] represents the matrix

for isolated conductor4, [τp] is the coupling matrix between the leads and the conductor and [τ†
p] is the

coupling matrix between the conductor and the leads. The coupling matrix is non-zero for adjacent

points i (of the conductor) and pi (of the leads) i.e.,

τpi,i = t

where, t is the hopping matrix element. Eq. (3.52) can be written as,

[(E− iε)I−Hp]Gp +[τp]GCp = I

[(E− iε)I−Hp]GpC +[τp]GC = 0

4HC is the finite dimensional Hamiltonian matrix of the isolated conductor. The dimension of the matrix is given by

number of lattice points within the conductor, if there are n number of points in the conductor then dimension of HC is

n×n.
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[τ†
p]Gp +[EI−HC]GCp = 0

[τ†
p]GpC +[EI−HC]GC = I

Our purpose is to get an expression for the sub-matrix GC, hence retaining the equation containing

GC, we get,

GC =
[
EI−HC− τ

†
pgR

pτp
]−1

(3.53)

where,

gR
p = [(E− iε)I−Hp]

−1 (3.54)

gR
p is the retarded Green’s function for isolated semi-infinite lead p5. Using the fact that the coupling

matrix τp is zero at all points except those adjacent to each other, then we can obtain,

[
τ

†
pgR

pτp
]

i j = t2gR
p(pi, p j) = Σ

R
p(i, j) (3.55)

where, ΣR
p is the self energy. Its real part describes the energy shift of an electron entering the con-

ductor, and the imaginary part determines the life time of a state in the sample. When multiple

independent leads are attached to the same conductor, the effects of the self energies for each lead

simply add up and we can define ΣR,

Σ
R = ∑

p
Σ

R
p(i, j) (3.56)

self energy due to multiple leads. This term represents the effective Hamiltonian describing the

interaction of leads with the conductor. Hence, the Green’s function6 can be written as,

GR =
[
EI−HC−Σ

R]−1
(3.57)

5The infinite lead is taken into account exactly by the term τ
†
pgR

pτp. It might appear that to get gR
p , we have to invert

an infinite matrix again, so this formulation is not at all worthy. However, this is not the case, as gR
p represents Green’s

function of an isolated lead, it can be determined analytically and is shown in Appendix C.2.
6We have replaced GC by GR, as this is the only component of the overall Green’s function that takes into account the

propagation of electrons between two points inside the conductor. The effect of leads is accounted by the self energy term

ΣR.
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Further using the concept of Green’s function, spectral function A, which is the matrix version of

density of sates can be defined,

A = GR
ΓGA = GA

ΓGR = i
[
GR−GA] (3.58)

where, Γ is the coupling matrix connecting the conductor to the leads, and is represented the anti-

Hermitian part of self energy ΣR,

Γ = i(ΣR−Σ
R†
)

= i(ΣR−Σ
A) Since, Σ

R†
= Σ

A (3.59)

Local density of states (LDOS) is given by the diagonal elements of the spectral function A, i.e.,

ρ(r,E) =
1

2π
A(r,r,E) =− 1

π
Im[GR(r,r,E)] (3.60)

These are few definitions and notations most often used in mesoscopic physics while studying quan-

tum transport of carriers or electrons.



Chapter 4

Injectance and a paradox

4.1 Introduction

A series of experiments has recently confirmed that scattering phase shifts in quantum mechanics can

be measured [47–49, 64–66]. Non-locality in quantum mechanics does not allow us to determine a

particular path in which the electron wave propagates. This is unlike classical waves. This problem

was overcome by using additional probes and controlled decoherence [47,64]. Ref. [50] confirms that

Hilbert transform of the measured conductance data gives the measured phase data which confirms

that the scattering phase shift was correctly measured. Thus the scattering phase shift as well as the

scattering cross section of an arbitrary quantum system (say, its impurity configuration and confine-

ment potential is not known) can be measured. While measuring scattering cross section is an old

story, measuring scattering phase shifts is novel and new. So one can ask the question that from the

measured scattering phase shift what can we learn about the quantum system.

Friedel sum rule (FSR) relates scattering phase shift to density of states (DOS) in the system [67]

and Wigner Smith delay time (WSDT) relates scattering phase shift to a time scale at the resonances

[68]. The two are basically the same as both density of states and life time of a resonance are given

by the imaginary part of the retarded Greens function [16]. Although, it is to be noted that different

works have interpreted the WSDT in different ways which will be discussed later. Also for this reason

we will generally refer to WSDT as a time scale. FSR and WSDT are semi-classical formulas that

65



4.2 Friedel Sum Rule and Wigner Smith Delay Time 66

are not a priori applicable to quantum systems in mesoscopic regime. The quantum versions of these

formulas are not completely in terms of the experimental data. A number of works have studied FSR

and WSDT in the single channel case [69–72]. Another physical quantity of interest is injectivity or

injectance [61]. In this work we calculate injectivity and injectance in the single channel as well as

two channel regime, as this also reveals the paradoxical nature of the scattering phase shift at Fano

resonance.

4.2 Friedel Sum Rule and Wigner Smith Delay Time

Let us consider plane wave incident from left hand side on a three dimensional scatterer. The scattered

or asymptotic wave function in spherical polar coordinates (r, θ , φ ) is given by [41],

1
r

sin(kr− lπ
2
+θt)Plcos(φ)

Here θt is the scattering phase shift. Assume a large sphere of radius R and let us count the number

of nodes inside the sphere. Number of states is one more than the number of nodes. To count the

number of nodes inside the sphere we can set the wave function to zero on the boundary of the sphere,

i.e., [67]

kR− lπ
2
+θt = nπ or,

dθt

dk
+R =

dn
dk

π (4.1)

In absence of scatterer,

kR = n0π or,R =
dn0

dk
π (4.2)

As, E = h̄2k2

2me
, we get from Eqs. (4.1) and (4.2), dθt

dE = π[ρ(E)− ρ0(E)] where, ρ(E) = dn
dE is the

density of states in the presence of scatterer and ρ0(E) = dn0
dE is the density of states in the absence

of scatterer. Instead one can put θt + kR ≡ θt that is scattering phase shift is defined with respect to

phase shift kR in absence of scatterer. In which case FSR becomes [67],

dθt

dE
= πρ(E) (4.3)

In the rest of the paper we will use this definition for scattering phase shift. This is a semi-classical

result because it is valid only when, dn� n. This assumption is related to non-dispersive wave

packets or stationary phase approximation as shown below. In this case we restrict to one dimension
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as Eq. (4.3) can be shown in one dimension too where the large sphere of radius R become just two

points at a large distance of x =±R.

Consider a wave packet incident from left on a one dimensional scatterer, i.e.,

ψin(x, t) =
∫ +∞

−∞

akeikx−iωtdk

After scattering the transmitted wave packet at (x+∆x, t +∆t) is,

ψsc(x+∆x, t +∆t) =
∫ +∞

−∞

| t(k) | akeik(x+∆x)−iω(t+∆t)+iθt dk (4.4)

where, t(k) is the transmission amplitude and θt is its phase. A classical particle is either transmitted

completely or reflected completely without any distortion. Assuming there is no reflected part, along

with the assumption of no dispersion of wave packet (known as stationary phase approximation), one

can write [68],

kx+ k∆x−ωt−ω∆t +θt = K (4.5)

where K is a constant. This implies that the phase of the amplitude component ak remain stationary

or that the wave packet remains undispersed. Therefore from Eq. (4.5),

dθt

dω
= ∆t− ∆x

vg
or, h̄

dθt

dE
= ∆t−∆t0 (4.6)

where vg =
dω

dk is the group velocity. Semi-classical behaviour is pictorially depicted in Figs. 4.1(a)

and 4.1(b). When E � V then a wave packet can get completely transmitted with Eq. (4.5) approx-

imately satisfied (it is never exactly satisfied as electron dispersion is quadratic). It can also happen

when E�V then a wave packet can get completely reflected with very little dispersion. In this case,

θt is to be replaced by θr, the reflected phase shift. Thus we find that when a wave packet remains

undispersed, then the time spent by the particle in the scattered region (∆t−∆t0), is given by energy

derivative of scattering phase shift. This life time (WSDT) is also related to DOS as both are given

by the imaginary part of retarded Green’s function (ref. [16], page 155-156). Hence, as we have seen

in Eq. (4.3), the DOS can also be found from the energy derivative of scattering phase shift, which is

FSR. These formulas are obviously not valid in the quantum regime i.e., E ∼V , where there will be

transmission as well as reflection. Also in this regime the scattering phase shifts will be so strongly

energy dependent that stationary phase approximation cannot remain valid and a wave packet will
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Figure 4.1 The figure shows a wave packet is incident on a barrier of height V in one
dimension. a) The energy of incidence E of the centroid of the wave packet is much larger
than the barrier potential V, i.e E � V , and, b) The energy of incidence E is much smaller
than the barrier potential V, i.e E�V . These limits correspond to semi-classical regimes.

always undergo dispersion. Refs. [73, 74] have looked into the one dimensional problem when both

transmission and reflection is present. They have computed the correction term and explained the

significance of it. They have shown that the correction term arises because of quantum interference

effect. Note that both dispersion and quantum interference arises due to the superposition principle

in quantum mechanics. Their result will be discussed latter.

4.3 Larmor Precession Time and Injectance

The quantum regime can be treated exactly and also yields the following formula for time, already

discussed in Chapter 3 as Larmor precession time (LPT) [53, 60, 61] is given by,

τ(α,r,β ) =
−h
4πi

Tr

(
s†

αβ

δ sαβ

δV (r)
− sαβ

δ s†
αβ

δV (r)

)
(4.7)
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Connection between LPT and WSDT or FSR is explained below. τ(α,r,β ) is the time spent by

one particle incident along channel β and scattered to channel α at r. LPT is exact in the sense that

when summed over α and β and divided by h̄, it gives the exact DOS as calculated from the internal

wave function. δ stands for functional derivative. Note that the functional derivative is with respect

to the local potential implying that exact DOS cannot be expressed by Eq. (4.7) using asymptotic

wave function alone. Dividing Eq. (4.7) by h̄ we get a local partial density of states (LPDOS) for

such a process (a particle incident along β and scattered to α). That is τ(α,r,β )
h̄ = ρ ′(α,r,β ), where

ρ ′(α,r,β ) is LPDOS. Such a process requires to specify both the incoming and outgoing channel

which is impossible in quantum mechanics because a single particle in quantum mechanics behave

probabilistically when it encounters a potential and gets scattered. Only when an ensemble of particles

is considered, the probability of transmission and that of reflection are given by Schrödinger equation.

One can indirectly measure the consequences of such a LPDOS [53, 60, 61], but an experimental set

up that can directly probe this LPDOS requires us to take a sum over at least one of the channels (i.e.,

α or β ). So, we can specify the incoming channel and scattering can take the particle to any arbitrary

output channel. That is, ∑α ρ ′(α,r,β ) = ρ ′(r,β ) is a physical quantity called injectivity.

ρ
′(r,β ) = − 1

4πi ∑
α

Tr

(
s†

αβ

δ sαβ

δV (r)
− sαβ

δ s†
αβ

δV (r)

)

= ∑
α

− 1
2π
| sαβ |2

δθsαβ

δV (r)
(4.8)

where, θsαβ
= arctan Im(sαβ )

Re(sαβ )
. This quantity can be experimentally observed and is the topic of study

in this work. A special situation where this quantity can be observed is when we bring a scanning

tunnelling microscope (STM) tip close to a mesoscopic sample at r connected to one or more leads.

Injectivity gives current delivered by the tip.

Not summing over β reveals the true nature of the paradox. This is because then the incident wave

packet comes along a single channel β and after scattering it will either disperse or will not disperse.

If we sum over β then the incidence is along all possible channels. So wave packets are incident

along β channels and their scattering and dispersion can compensate each other. Also refs. [73, 74]

have calculated the correction term for this injectivity in the single channel case and the paradox can

be quantitatively explained in terms of this correction term.
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The semi-classical limit can be obtained from the following substitution,

−
∫

Ω

δ

δV (r)
∼=

d
dE

(4.9)

Hence, from Eq. (4.8)

ρ(β )≈∑
α

1
2π
| sαβ |2

d
dE

θsαβ
(4.10)

This quantity is called injectance. | sαβ |2 appears because when we allow scattering (Eq. (4.6) cor-

respond to a case when everything is transmitted without scattering) then | sαβ |2 number of particles

are scattered from channel β to channel α and each ones contribution to time is related to
dθs

αβ

dE . In

the single channel case, say for β = 1, it can be explicitly written as

ρ(1)≈ 1
2π

[
| r |2 dθr

dE
+ | t |2 dθt

dE

]
(4.11)

The approximate equality can be replaced by an equality if we add a correction term on the right hand

side [73, 74].

ρ(1) =
1

2π

[
| r |2 dθr

dE
+ | t |2 dθt

dE
+

me | r |
h̄k2 sin(θr)

]
(4.12)

where k is the wave vector of the incident channel. Note that the correction term contains material

and sample specific parameters like me (the effective mass of electron) and k which depend on width

and confinement of a quantum wire. Refs. [73, 74] have stressed that the correction term can be

zero if | r |= 0 (corresponding to Fig. 4.1(a)), but sin(θr) cannot be zero as it comes from quantum

interference which is always there in a quantum system. sin(θr) can be zero only when the potential

is infinitely high because then there is obviously no interference effect [73,74] (corresponding to Fig.

4.1(b)). Or it sometimes become zero far away from resonances that are almost classical regimes

[73, 74]. Therefore, just as dispersion of a wave packet cannot disappear, interference effects cannot

disappear. Both originate from the linear superposition principle in quantum mechanics. Only when

dispersion or interference can be ignored we get the semi-classical limit, i.e, Eq. (4.10).

4.4 The Paradox: Single Propagating Channel

We will first show that there is a situation where sin(θr) can become zero at a resonance where

| r |6= 0, making Eq. (4.10) exact in a quantum regime. This is in complete contradiction to what is
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Figure 4.2 A general scattering problem in quasi one dimension. The reservoir L inject
electrons to the left lead L and hence to the scattering region with arbitrary potential Vg(x,y),
shown by the shaded region. Reservoir R absorb electrons transmitted through the shaded
region, through right lead R. The electrons reflected from the shaded region are collected
in reservoir L. Here we have considered one propagating channel in the leads and electrons
are incident from the left.

known so far [73, 74]. A general proof for a single channel scattering is given below. This can have

useful implications to experimentalists in the sense that although injectance depends on the potential

inside the scatterer, it can be determined from asymptotic wave function that can be experimentally

measured. Consider a quasi one dimensional (Q1D) system with scattering potential Vg(x,y) shown

in Fig. 4.2 by the shaded region. Lead L and lead R connect the system to electron reservoirs L and

R, respectively. They act as source and sink for electrons, respectively. The confinement potential in

the leads, in the y-direction (or, transverse direction) is taken to be hard wall, given by,

V (y) = ∞ for | y |≥ W
2

= 0 for | y |< W
2

The Schrödinger equation in the two dimensional system (the third direction is eliminated by quanti-

zation [16]) is, [
− h̄2

2me

(
∂ 2

∂x2 +
∂ 2

∂y2

)
+V (y)+Vg(x,y)

]
Ψ(x,y) = EΨ(x,y) (4.13)
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where me is the effective mass of the electron, and W is the width of leads L and R. In the leads where

there is no scatterer (Vg(x,y) = 0), the Schrödinger equation can be decoupled. The y-component is,[
− h̄2

2me

d2

dy2 +V (y)
]

χm(y) = εmχm(y) (4.14)

and the x-component is,

− h̄2

2me

d2

dx2 cm(x) = (E− εm)cm(x) (4.15)

with χm(y) =
√

2
W sin mπ

W (y+ W
2 ) and εm = m2π2h̄2

2meW 2 . E is the energy of incidence from reservoir L,

given by,

E = Em,km =
m2π2h̄2

2meW 2 +
h̄2k2

m

2me
(4.16)

It is known that for potentials that have symmetry in x-direction, i.e.,V (x,y) =V (−x,y), we can write

solutions to (4.15) given below [75].

ce
m(x) =

∞

∑
m=1

(δmne−ikmx−Se
mneikmx)

1√
km

(4.17)

co
m(x) =

∞

∑
m=1

(δmne−ikmx−So
mneikmx)

1√
km

(4.18)

where, ce
m(x) = ce

m(−x) and co
m(x) = −co

m(−x). Then both transmitted wave function (at x > a) and

reflected wave function (at x <−a) are given by [69, 75]

cm(x) =
ce

m(x)− co
m(x)

2
(4.19)

E can be so adjusted by adjusting the Fermi energy of reservoir L, that π2h̄2

2meW 2 < E < 4π2h̄2

2meW 2 . Then

k1 is real and from Eqs. (4.17), (4.18) and (4.19)

c1(x) = eik1x + r̃11e−ik1x for x <−a

= t̃11eik1x for x > a

where

r̃11 =−
(So

11 +Se
11)

2
(4.20)

t̃11 =
(So

11−Se
11)

2
(4.21)
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For m > 1, energy conservation in Eq. (4.16) is not violated as k2
m can become negative. That yields

evanescent solutions with km→ iκm. Inclusion of the evanescent modes is very important to get the

correct solutions [76]. Due to the same principle, i.e., any function can be written as a sum of an

even function and odd function and any square matrix can be written as a sum of a symmetric matrix

and an anti-symmetric matrix, the wave function in the scattering region (−a < x < a) can be written

as a sum of an even function and an odd function. We denote them as ηe
m(x,y) and ηo

m(x,y), i.e.,

Ψ(x,y) = ηe
m(x,y)+ηo

m(x,y)
2 for −a < x < a.

η
e
m(x,y) =

∞

∑
n=1

dnζ
e
n (x,y) (4.22)

η
o
m(x,y) =

∞

∑
n=1

dnζ
o
n (x,y) (4.23)

ζ e
n and ζ o

n are the basis states that satisfy the condition that they go to zero at the upper edge and lower

edge of the shaded region in Fig. 4.2.

One can define the matrix elements,

Feo
m,n =

2

W (kmkn)
1
2

∫ b

−b
χm(y)

(
∂ζ eo

n

∂x

)
x=a

dy (4.24)

Here eo stands for even or odd, i.e., e/o. One can match the wave function and conserve the current

at x =±a for all y to obtain a matrix equation given by,

∞

∑
n=1

[Feo
rn − iδrn]eiknaSeo

nm = [Feo
rm + iδrm]e−ikma (4.25)

Solving for Seo
mn, we can find the scattering matrix elements. Bound states can be determined from the

singularities of the matrix equation (4.25), on setting right hand side to zero. That is

det [Feo
cc − i1] = 0 (4.26)

Here ‘cc’ means evanescent channel (or closed channel) for which both km and kn in Eqs. (4.24, 4.25),

are imaginary. Solving Eq. (4.25), one can get,

Seo
11 = e−2ik1a Geo + i

Geo− i
= e2iarccot[Geo] = e2iθ eo

(4.27)

where,

Geo = Feo
11 − ∑

m=2,n=2
Feo

1n

[
(Feo

cc − i1)−1
]

nm
Feo

m1 (4.28)
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and

θ
eo = arccot[Geo] (4.29)

Here scattering phase shift θ eo is defined with respect to phase shift in the absence of scatterer. Using

Eqs. (4.20), (4.21), (4.27) and defining new variables,

φ = θ
e−θ

o and θr = θ
e +θ

o (4.30)

we get transmission amplitude and reflection amplitude

t̃11 = isin(φ)eiθr and r̃11 = cos(φ)eiθr (4.31)

The correction term of Eq. (4.12) in case of the system in Fig. 4.2 is me|r̃11|
h̄k2

1
sin(θr).

Threshold energy E for the second channel is given by E = 4π2h̄2

2meW 2 , i.e., above this energy k2

becomes real. Below this energy the second channel can have bound states. Such bound states will

occur at energies given by the solution to Eq. (4.26). At these energies the first channel can be

propagating as its threshold is given by E = π2h̄2

2meW 2 and S11 is given by Eq. (4.27). But at bound state

energy, Geo will diverge as it includes matrix elements of [Feo
cc − i1]−1 as can be seen from equations

(4.26) and (4.28). That in turn implies that at resonance (as can be seen from Eq. (4.29))

θ
e = pπ and θ

o = qπ (4.32)

where p and q are integers. Therefore, from Eq. (4.32),

sin(θr) = sin(θ e +θ
o) = 0 (4.33)

Thus we have shown that the correction term in Eq. (4.12) is zero precisely because sin(θr) = 0.

At this point | r |6= 0 as can be seen from Eqs. (4.30, 4.31). Note that if we ignore the correction

term, then all terms on right hand side can be determined experimentally by measuring asymptotic

solutions [64]. So injectance can be known from the asymptotic solutions. So the correction term

being zero at a resonance can have useful implication to experimentalists.

4.5 The Paradox: Multiple Propagating Channels

We cannot study the multichannel case generally. We will study the two channel case for a particular

potential, i.e., Vg(x,y) = γδ (x)δ (y− y j), to show the paradox there along with other puzzling facts.
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Figure 4.3 A similar scattering set up as in Fig. 4.2, with general potential Vg(x,y) replaced
by a delta function potential γδ (x)δ (y− y j). Here we are considering two propagating
channels. Incidence is along only one channel which is the fundamental channel (m = 1)
from the left.

In Fig. 4.3, the shaded region is a two dimensional quantum wire with a delta function potential at

position (0, y j) marked X. The dotted lines represent the fact that the quantum wire is connected to

electron reservoirs.

Injectance can be obtained from the scattering (S) matrix as described earlier, for the system

described in Fig. 4.3. The two channel injectance with incidence along m = 1 channel from left as

shown in Fig. 4.3, in the semi-classical limit is given by,

ρ(1) ≈ 1
2π

[
| r11 |2

dθr11

dE
+ | r12 |2

dθr12

dE
+ | t11 |2

dθt11

dE
+ | t12 |2

dθt12

dE

]
(4.34)

Here, 1 signifies the incident channel transverse quantum number, i.e., m = 1. We can break this up

as ρ(1)≈ ρ(1)L +ρ(1)R, where,

ρ(1)L =
1

2π

{
| r11 |2

dθr11

dE
+ | r12 |2

dθr12

dE

}
(4.35)

and

ρ(1)R =
1

2π

{
| t11 |2

dθt11

dE
+ | t12 |2

dθt12

dE

}
(4.36)

That is, ρ(1)L consist of reflection channels and ρ(1)R consist of transmission channels. The correc-

tion term depends on parameters of the incident channel only and gives the following identity.

ρ(1) = ρ(1)L +ρ(1)R +
1

2π

me | r11 |
h̄k2

1
sin(θr11) (4.37)
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Similarly, injectance of channel 2 is,

ρ(2) =
1

2π

[
| r22 |2

dθr22

dE
+ | r21 |2

dθr21

dE
+ | t22 |2

dθt22

dE

+ | t21 |2
dθt21

dE
+

me | r22 |
h̄k2

2
sin(θr22)

]
(4.38)

and in the semi-classical limit, it is given by,

ρ(2) ≈ 1
2π

[
| r22 |2

dθr22

dE
+ | r21 |2

dθr21

dE
+ | t22 |2

dθt22

dE
+ | t21 |2

dθt21

dE

]
(4.39)

The R.H.S can be determined from the S-matrix. This S-matrix approach is easily accessible to

experimentalists. We will now calculate this injectance from internal wave function which allows

numerical verification.

ρ(1) =
∫

∞

−∞

dx
∫ W

2

−W
2

dy∑
k1

|Ψ(x,y,1)|2 δ (E−E1,k1) (4.40)

where Ψ(x,y,1) is the wave function in the scattering region for incidence along channel m = 1, and

is of the form [77],

Ψ(x,y,1) = ∑
m

fm(x,1)χm(y) (4.41)

Here χm(y)s are solutions in the leads in the transverse direction which is a square well potential in

y-direction. χm(y)s form a complete set and Eq. (4.41) is derived from the fact that at a given point

x, the wave function in the scattering region can be expanded in terms of χm(y)s. fms are generally of

the form given below [77],

f1(x,1) = eik1x + r11e−ik1x for x < 0

= t11eik1x for x > 0

f2(x,1) = r12e−ik2x for x < 0

= t12eik2x for x > 0

and for m > 2,

fm(x,1) = r1meκmx for x < 0

= t1me−κmx for x > 0
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Here rmn and tmn are unknowns to be determined. The scattering problem described above can be

solved using mode matching technique. The reflection amplitudes are given by,

rmn(E) =−
i Γmn

2
√

kmkn

1+∑e
Γee
2κe

+ i∑m
Γmm
2km

(4.42)

Γmn is the coupling strength between mth and nth modes, given by Γmn = γ sin mπ

W (y j +
W
2 )sin nπ

W (y j +

W
2 ). The transmission amplitudes are given by, tmn(E) = rmn(E) for m 6= n and, tmm(E) = 1+rmm(E).

∑e denotes sum over evanescent modes and runs from 3 to ∞, while ∑m denotes the same for prop-

agating modes (i.e. m=1 and m=2). We will present our results for the case of two propagating

channels but the analysis and results are same for any number of channels.

If the delta function potential is negative (γ < 0) then there can be bound states. In general, the

quasi bound state for channel m=s is given by,

1+
∞

∑
e=s

Γee

2κe
= 0 (4.43)

Only the bound state for m=1 channel is a true bound state and it is given by the solution to the

following equation, 1+∑
∞
e=1

Γee
2κe

= 0. The bound state for m=2 is given by, 1+∑
∞
e=2

Γee
2κe

= 0. At this

energy we get a bound state for m=2, but at that energy m=1 channel is a propagating channel. Hence

the bound state given by this equation is a quasi bound state or a resonance.

The delta function in Eq. (4.40) summed over k1 can be shown to yield a factor 1
hv1

, where

v1 =
h̄k1
m . Using the orthonormality of χm(y)s, we get,

ρ(1) =
1

hv1

[∫
∞

−∞

dx∑
m
| fm(x,1)|2

]
=

1
hv1

[∫
∞

−∞

dx | f1(x,1) |2 +
∫

∞

−∞

dx | f2(x,1) |2

+
∫

∞

−∞

dx | f3(x,1) |2 +
∫

∞

−∞

dx | f4(x,1) |2 + · · ·
]

Substituting the values of fm(x,1)s, we get,

ρ(1) =
1

hv1

[∫ 0

−∞

dx
[
1+ | r11 |2 +2 | r11 | cos(2k1x+φ1)

]
+

∫
∞

0
dx | t11 |2 +

∫ 0

−∞

dx | r12 |2 +
∫

∞

0
dx | t12 |2

+
| t13 |2

κ3
+
| t14 |2

κ4
+ · · ·

]
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Figure 4.4 The plot is of injectance versus EW 2 for γ = −13, and y j = .45W . The solid
curve shows semi-classical injectance of channel 1 (i.e., incidence is along m = 1 trans-
verse channel from left) calculated using S-matrix (Eq. (4.34)), the dot-dashed curve is the
exact injectance, for the same channel calculated using internal wave function (Eq. (4.45)).
The dotted curve is semi-classical injectance for channel 2 (i.e., incidence is along m = 2
transverse mode from the left) from S-matrix (Eq. (4.39)), the dashed curve is the exact
injectance, for for the same channel calculated using internal wave function (Eq. (4.46)).
We use h̄ = 1, 2m = 1. The figure shows that semi-classical formula becomes exact at
resonance where there is a peak in injectance.

Here, r11 =| r11 | e−iφ1 . Note that for m > 2,

∫
∞

−∞

dx∑
m
| fm(x,1)|2 = | t1m |2

[∫ 0

−∞

e2κmxdx+
∫

∞

0
e−2κmxdx

]
=
| t1m |2

κm
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Figure 4.5 The plot is of injectance versus EW 2 for γ = −15, and y j = .45W . The solid
curve shows semi-classical injectance of channel 1 (i.e., incidence is along m = 1 trans-
verse channel from left) calculated using S-matrix (Eq. (4.34)), the dot-dashed curve is the
exact injectance, for the same channel calculated using internal wave function (Eq. (4.45)).
The dotted curve is semi-classical injectance for channel 2 (i.e., incidence is along m = 2
transverse channel from the left) from S-matrix (Eq. (4.39)), the dashed curve is the exact
injectance, for the same channel calculated using internal wave function (Eq. (4.46)). We
use h̄= 1, 2m= 1. The figure shows that semi-classical formula becomes exact at resonance
where there is a peak in injectance.

Using time reversal symmetry, i.e, r12 = r21 and t12 = t21, we get,

ρ(1) =
1+ | r11 |2 + | r21 |2

hv1

∫ 0

−∞

dx

+
| t11 |2 + | t21 |2

hv1

∫
∞

0
dx

+
2 | r11 |

hv1

∫ 0

−∞

dxcos(2k1x+φ1)

+
1

hv1

(
| t13 |2

κ3
+
| t14 |2

κ4
+ · · ·

)
Adding and subtracting the following terms,

|t11|2

hv1

∫ 0

−∞

dx,
|t21|2

hv1

∫ 0

−∞

dx,
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Figure 4.6 Here we are using the same parameters as that of Fig. 4.5. The solid curve
shows 30x| r11 |2, the dotted curve is for θr11 . The dashed curve is for 5x| r12 |2. The figure
shows that at resonance, there is large fluctuation in | r11 |2, θr11 and | r12 |2. Also it shows
that | r11 |6= 0 but sin(θr11) = 0 at the resonant energy EW 2=84.29.

and using the fact that,
|t11|2

hv1

∫ 0

−∞

dx =
|t11|2

hv1

∫
∞

0
dx

and, | r11 |2 + | r21 |2 + | t11 |2 + | t21 |2= 1, we get,

ρ(1) =
1

hv1

∫
∞

−∞

dx+
| r11 |
hv1

∫
∞

−∞

dxcos(2k1x+φ1)

+
1

hv1

(
| t13 |2

κ3
+
| t14 |2

κ4
+ ··
)

(4.44)

1
hv1

∫
∞

−∞
dx = ρ0 is the injectance in the absence of scatterer. Again if the scattering phase shift is

defined with respect to the phase shift in absence of scatterer then this term can be dropped.

Now, ∫
∞

−∞

dxcos(2k1x+φ1) = δ (2k1)cos(φ1)

As k1 = 0 is not a propagating state contributing to transport, hence this term of Eq. (4.44) reduces to
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Figure 4.7 Here we are using the same parameters as that of Fig. 4.5. The solid curve
shows (3.5x| t11 |2 −2.5), the dotted curve is for 7.0xθt11 . The dashed curve is for 5x| t12 |2,
and the dot-dashed curve is for θt12−0.6. The figure shows that at resonance (EW 2=84.29),
there is large fluctuation in | t11 |2, θt11 , θt12 and| t12 |2. Also note that there is a negative
slope in θt11

zero, and we are left with,

ρ(1) =
1

hv1

(
| t13 |2

κ3
+
| t14 |2

κ4
+ · · ··

)
(4.45)

Similarly, for incidence along channel 2, one can obtain the injectance,

ρ(2) =
1

hv2

(
| t23 |2

κ3
+
| t24 |2

κ4
+ · · ··

)
(4.46)

Note that contribution to injectance come from evanescent channels only. This is a tunnelling

problem because the lateral confinement makes the effective potential very large and extended in the

propagating direction [78]. In Figs. 4.4 and 4.5 we consider two propagating channels and show that

semi-classical formula for injectance becomes exact at a resonance. Injectance for both the channels

is shown. ρ(1) is the injectance for incidence along channel m = 1 and ρ(2) is the same for incidence

along channel m= 2. The resonance condition is given by Eq. (4.43) and this occur at EW 2 = 85.62 in

Fig. 4.4 and at EW 2 = 84.29 in Fig. 4.5. At the resonant energy we can see a peak in the injectance in

both channels which is a consequence of the resonance. At the peak, solid curve (semi-classical ρ(1)
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Figure 4.8 Here we are using the same parameters as in Fig. 4.4. The solid curve shows
10xρ(1)R, the dashed line is for ρ(2)R. Both of them get exactly zero at the resonance i.e.,
at EW 2 = 85.62.

obtained from Eq. (4.34)) coincides with dot-dashed curve (exact ρ(1) obtained from Eq. (4.45)),

and, dotted curve (semi-classical ρ(2) obtained from Eq. (4.39)) coincides with dashed curve (exact

ρ(2) obtained from Eq. (4.46)). Exactness of the semi-classical formula is counter-intuitive because

at this point scattering probability and scattering phase shift show strong energy dependence, so the

stationary phase approximation needed to get Eqs. (4.34) and (4.39) cannot be valid. Also at this

energy, | r11 |6= 0 and | r22 |6= 0, rather, sin(θr11) = 0 and sin(θr22) = 0 implying interference effects

disappear and so correction term in Eqs. (4.34, 4.38) disappear making semi-classical formula exact.

All this along with the energy dependence of the scattering matrix elements can be seen in Fig. 4.6

and Fig. 4.7 for the parameters used in Fig. 4.5. The negative slope in the scattering phase shift θt11

(see dotted curve in Fig. 4.6) is due to Fano resonance and is another puzzling feature, explained

below.
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Figure 4.9 Here we are using the same parameters as in Fig. 4.5. The solid curve shows
10xρ(1)R, the dashed line is for ρ(2)R. Both of them get exactly zero at the resonance i.e.,
at EW 2 = 84.29.

4.6 Negative Time Scales

It can be proved that ρ(1,2)R = 0 at the resonance, from Eqs. (4.36) and (4.42). It is shown in

Figs. 4.8 and 4.9 for the parameters used in Figs. 4.4 and 4.5, respectively. As explained before that

ρ(1,2)R(E) (within a factor of h̄) is a time scale associated with particles that escape to the right lead.

There has been a great amount of controversy regarding, what negative or zero times mean. ρ(2) as

defined in Eq. (4.46) (within a factor of h̄) is known as dwell time and it is definitely positive. Dwell

time is exact because it is defined from the internal wave-function that can be calculated exactly and

also defined in terms of probability regarding which there is no controversy in quantum mechanics.

This time scale is associated with particles that traverse the potential region independent of to which

channel it is scattered to. Each of the four times on the R.H.S of Eq. (4.39) are Wigner Smith

delay time (again within a factor of h̄). These time scales can be negative as the scattering phase

shift can have negative slopes with respect to energy. These time scales are for particular scattering
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Figure 4.10 Here the energy dependence of | t22 |2 is shown, using the same variables as in
Fig. 4.5.

processes and there are four possible processes. For example |r22|2
dθr22

dE is the time scale associated

with particles that are incident along m = 2 channel from the left and scattered to m = 2 channel on

the right. Hence the four WSDT should have added up to give the dwell time but they do not as they

are semi-classical. So it remains a question as to what WSDT actually mean in a quantum regime

where they can become negative. Note that ρ(2)R (dashed curve in Fig. 4.8 and Fig. 4.9) becomes

negative for 40 < EW 2 < 50. So far researchers have mainly studied this low energy quantum regime

[53, 68, 79–82] for observing and understanding negative time scales. In this regime the correction

term (or quantum interference term) is non-zero. The controversies arise due to the lack of equality

(between dashed and dotted curves in Figs. 4.4 and 4.5 between Eqs. (4.39) and (4.46), which leaves

room for different interpretations of the different times. So since negative times are seen in quantum

regime only, negative times are also subject to interpretations. Many of these times, positive or

negative, are experimentally accessible [83]. Only at EW 2 = 39.51 when k2→ 0, the correction term

disappear because V
k2
→ ∞ (see Fig. 4.1(b)). Hence if someone can do an experiment at this energy
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then the negative times may be observed and experimental results are free of controversy. But at this

point quite ironically, |t22| → 0 and so one has to wait infinitely long to see a negative time delay that

is free from controversies. On the other hand at the Fano resonance (EW 2 = 85.62 in Fig. 4.8 and at

EW 2 = 84.29 in Fig. 4.9), both the solid curve and the dashed curve become zero, implying there are

time scales that go to zero at this energy. So the same puzzling question can be asked again, as to how

can time scales be negative or zero? Unlike the low energy regime, at this energy, the correction term

is zero implying Wigner Smith delay times add up to give dwell time, and also transmission is finite.

We show the finiteness of | t22 |2, for same parameters as in Fig. 4.5, in Fig. 4.10 at the resonant energy

where ρ(2) = 0. So there is no room for different interpretations and also one does not have to wait

infinitely to observe a negative or zero time delay. In fact |t22|2
dθt22
dE is strongly negative here and so if

one observes the transmission from the m = 2 channel on the left to m = 2 channel on the right, then

one can see strongly negative delays. It should not be difficult to separate such transmission processes

from t21 transmission processes, as in the former case the transmitted wave packet move much slowly

(being constructed from k2 instead of k1). Experimentalists may try to do similar experiments in this

regime. Specially as one can see, the transmissions at this energy is finite.

4.7 Conclusion

Study of injectance of a quantum system coupled to finite thickness leads has established many novel

facts. First of all the correction term to injectance, obtained in refs. [73, 74], become zero very

paradoxically in a quantum regime of a Fano resonance. For single channel leads this has been

proved generally and for multichannel leads this has been shown for a delta function potential. Thus,

semi-classical formulas for injectance become exact at Fano resonance. All the terms that appear in

semi-classical formulas can be determined experimentally from asymptotic wave functions. Hence,

although injectance strongly depend on the scattering potential, can be determined without knowing

the scattering potential. Besides, the quantum interference term going to zero can unambiguously

establish the possibility of negative time scales in quantum mechanics.



Chapter 5

Negative partial density of states in

mesoscopic systems

Since the experimental observation of quantum mechanical scattering phase shift in mesoscopic sys-

tems, several aspects of it has not yet been understood. The experimental observations has also

accentuated many theoretical problems related to Friedel sum rule and negativity of partial density of

states. We address these problems using the concepts of Argand diagram and Burgers circuit. We can

prove the possibility of negative partial density of states in mesoscopic systems. Such a conclusive

and general evidence cannot be given in one, two or three dimensions. We can show a general con-

nection between phase drops and exactness of semi classical Friedel sum rule. We also show Argand

diagram for a scattering matrix element can be of few classes and all observations can be classified

accordingly.

5.1 Introduction

A number of experimental [47–49, 65, 66, 84, 85] and theoretical works [50, 70–72, 86–92] have re-

cently studied the scattering phase shift in low dimensional mesoscopic systems where the electron

dynamics is determined by quantum mechanics. Essentially, the asymptotic states are that of free

particles in a quantum wire and the scatterer is embedded in the path of this quantum wire [88, 93].

Model specific approach so far has led to contradictory and confusing results [61, 70–72, 85, 92].

86
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Heiblum et al [85] quote that ‘There is by now vast theoretical evidence that the transmission phase

depends on the specific properties of the QD’s levels that participate in the transport’. However, in

all these studies there is no reference to well established theorems and results on phase changes and

lapses known for a long time in the community that studies classical wave trains [94,95]. Such phase

changes are still very important in mesoscopic physics as they are related to breakdown of parity ef-

fect [86], interpretation of Friedel sum rule (FSR) [70–72, 89, 96], relation to partial density of states

(PDOS) [53,61,79,97,98], etc. that determine the thermodynamic properties of a mesoscopic system

which is absent in case of classical waves. So in this work we analyse theoretical and experimental

observations in mesoscopic systems, in terms of some known facts (‘Argand diagram’ and ‘Burgers

circuit’) to resolve the puzzles. Argand diagram is a plot of real versus imaginary parts of an analytic

complex function and Burgers circuit is about phase changes and lapses being determined by phase

singularities.

We shall show that the scattering phase shift behaviour of different experimentally [47–49, 65,

66, 84, 85] and theoretically [50, 70–72, 86–92] studied systems can be understood from the Argand

diagrams and analyticity. Argand diagram for the scattering matrix element of any system can be

classified as, a) Argand diagram is closed, b) Argand diagram is open, c) Argand diagram encloses

the phase singularity, d) Argand diagram does not enclose the phase singularity, e) Argand diagram

is simply connected and f) Argand diagram is multiply connected due to the presence of sub-loops.

Specific properties of the scatterer only matter to the extent that the Argand diagram changes from

one of these to another. Among them some changes are topologically possible and others are not.

Understanding how an Argand diagram changes from one to the other explains most of the puzzles

not understood so far. In section 5.3 we will analyse slips in the scattering phase shift [47, 86]. We

will first explain the features not understood so far. And then we will show how Argand diagram and

Burgers circuit can explain the features. In section 5.4 we will show that FSR too can be understood

from Argand diagrams although its manifestation seems to be completely different for different po-

tentials [89,90]. We will also show why FSR can become exact whenever there is a phase lapse. This

is a physically counter-intuitive result that has been proven for particular potentials so far [89,99]. We

will show that this result depends on the properties of Argand diagram and hence very general and
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Figure 5.1 Schematic Argand diagrams that exemplify Eq. (5.2). (a) When the Argand
diagram contour encloses the singular point at (0,0) and (b) when the contour does not
enclose the singular point.

independent of the scattering potential. In section 5.4 we will also prove the possibility of negative

partial density of states in real mesoscopic systems.

5.2 Burgers Circuit: An introduction

Given a complex function t, if there is a phase singularity [95] in its complex plane, then one can

specify the strength of the singularity as follows [95],

I = sgnIm(∇t∗×∇t) .n̂ (5.1)

I is a topological quantum number which is always conserved in an interaction. For a generalised

‘Burgers circuit’ (BC) [94], ∮
C

dφ = 2πI (5.2)

where, φ = Arctan Im(t)
Re(t) . If the contour C does not enclose the phase singularity then I is 0. When the

contour C enclosing a phase singularity is clockwise then I is -1 and when the contour C enclosing a

phase singularity is counter-clockwise then I is +1. A scattering matrix element is a complex function

for which Argand diagram can be drawn and concept of BC can be applied. Argand diagram for a

scattering matrix element is generally counter-clockwise, as incident energy of the scattering particle
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increases. At the phase singularity, Re(t) = 0 and Im(t) = 0, implying the phase singularity is at

the origin. Figs. 5.1(a) and 5.1(b), shows schematic Argand diagrams for a complex function t.

Fig. 5.1(a), shows a typical counter-clockwise contour (ABDEA) of an Argand diagram enclosing

the phase singularity at the origin. Hence for this case, I = +1. The contour trajectory (ABDEA)

is concave throughout with respect to the singular point at the origin. Following Eq. (5.2), the net

change in phase in tracing ABDEA, in Fig. 5.1(a), is 2π . Thus the phase monotonously increases for a

concave trajectory. Fig. 5.1(b) shows a typical contour (FGHJF) of an Argand diagram not enclosing

the phase singularity at the origin. Hence for this case, I = 0. The contour has both concave (FGH)

and convex (HJF) trajectories with respect to the singular point at the origin. Following Eq. (5.2),

the total change in phase in Fig. 5.1(b) is zero. It is possible if the phase increases for the concave

trajectory and decreases for the convex trajectory, the net phase change being zero. This can be easily

verified by calculating φ at any point (Re(t), Im(t)) of the trajectory and will be further demonstrated

below. Thus for both Figs. 5.1(a) and 5.1(b), the phase change is determined by the singular point

and the two follow the same principle. As a special case of the two, one can have a situation where

the contour touches the singular point. In which case too the phase change can be understood from

the same principle and will be explained later. Also if it is a closed contour as in Figs. 5.1(a) and

5.1(b), then Eq. (5.2) is exact. In the real systems we will discuss in this work, the contours may not

be closed. However, we will extend Eq. (5.2) to understand such cases too.

Whatever be the shape of a closed contour C, the phase change is given by Eq. (5.2). As a

consequence, the real and imaginary parts of t are not independent of each other but are related. Let

us say the complex transmission amplitude be t(U) = |t(U)|eiθt(U) where U can be any parameter like

incident energy or gate voltage. Then

Re(t(U)) =
1
π

P
∫

∞

−∞

Im(t(U
′
))

U ′−U
dU

′
(5.3)

Im(t(U)) =− 1
π

P
∫

∞

−∞

Re(t(U
′
))

U ′−U
dU

′
(5.4)

These are the well known Kramers-Kronig relations [51]. Another way in which the relation can be

stated is in terms of Hilbert Transform [50],

ln|t(U)|= 1
π

P
∫

∞

−∞

θt(U
′
)

U ′−U
dU

′
(5.5)
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θt(U) =− 1
π

P
∫

∞

−∞

ln|t(U ′
)|

U ′−U
dU

′
(5.6)

Since I is a conserved quantity, by adding terms to a Hamiltonian (or details to the states in the

scatterer) we cannot remove the phase singularities of the wave function in the complex plane. Phase

changes are typically determined by the phase singularities. Depending on the interaction the Argand

diagram can however change and so a theoretical understanding of the experimental data may not

crucially depend on the details of the sample or model. Sample details can change the shape of

the contour C, but as these theorems state, to understand the phase changes, we do not need all

these details. Englman and Yahalom [50] had shown that the experimental data for scattering phase

shift and scattering cross section of a quantum dot, are consistent with Hilbert transforms. We will

show that the principles of analyticity and Eq. (5.2) can be used to explain most of the puzzles not

understood so far.

5.3 Model Potentials

In this section we analyse scattering phase shifts for different potentials that has been theoretically

studied [72] so far, for analysing the experimental observations [47–49]. Again as explained with Eq.

(5.2), we do not need very complicated realistic potentials to understand the phase shifts but we need

representative potentials that can be exactly solved and help us understand different aspects of Eq.

(5.2).

5.3.1 Double delta function potential in one dimension

Let us first consider scattering by a double delta function potential in one dimension (1D) schemat-

ically shown in Fig. 5.2(a), that was recently studied in ref. [72]. Although a simple potential, it

exhibits pronounced Breit Wigner (BW) resonances. We will use Eq. (5.2) to understand the scatter-

ing phase shift for this system and hence for BW resonances. The scattering potential for this system

can be written as,

V1(x) = γ1δ (x)

V2(x) = γ2δ (x−a)
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Figure 5.2 (a) Schematic representation for scattering of electrons by a double delta func-
tion potential in one dimension. The direction of incident and scattered electrons are rep-
resented by arrows. The solid line represents a quantum wire with double delta function
potentials at positions x = 0 and x = a respectively shown by cross (X) marks. γ1 and γ2 are
the strengths of the potentials. The dashed lines represent the fact that the quantum wire is
connected to electron reservoirs via leads. (b) Argand diagram for transmission amplitude
for the double delta function potential. (c) Plot of transmission phase shift θt versus ka and
(d) plot of transmission coefficient |t|2 versus ka, for the double delta function potential
using parameters eγ1a = eγ2a = 40, a = 1, e = 1,2me = 1 and h̄ = 1.

where γ1 and γ2 are the strengths of potential V1 and V2, respectively. The wave function in different

regions marked I, II and III are (see Fig. 5.2(a)),

ψ(x) =



eikx + re−ikx, for x < 0,

Aeikx +Be−ikx, for 0 < x≤ a,

teik(x−a), for x > a.
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Here r and t are the reflection and transmission amplitudes, k =
√

2me
h̄2 E is the wave vector and

E is incident Fermi energy. t =| t | eiθt , where, θt = Arctan Im(t)
Re(t) is transmission phase shift and

|t| =
√

Im(t)2 +Re(t)2 is transmission modulus. The Argand diagram for t is shown in Fig. 5.2(b),

where energy is varied to remain within the first Riemann surface. There is a phase singularity at the

origin where t = 0. The Argand diagram encloses the singularity but is not closed in the first Riemann

surface. Figs. 5.2(c) and 5.2(d) shows the transmission phase shift θt and the transmission coefficient

|t|2, respectively, as a function of ka, using the same parameters as in Fig. 5.2(b).

In Fig. 5.2(b), the contour starts from the origin where E = 0, goes first through point P and then

through Q,R and S. The trajectory facing the singular point at the origin is concave throughout, and

thus as discussed with Fig. 5.1, the phase increases continuously. This is evident in Fig. 5.2(c) where

the points P,Q,R and S are also shown at their respective values of ka. As the trajectory comes closer

to the point of phase singularity, phase changes are very small and energy cost is very high. In Fig.

5.2(b), the energy at the points marked P,Q,R and S are 8.614a2, 9.12a2, 23.61a2 and 37.58a2. Thus

the energy change in going from P to Q (a large arc in the trajectory in Fig. 5.2(b)) is very small,

whereas the energy change in going from Q to R (a small arc in the trajectory in Fig. 5.2(b)) is very

high. The point R is very close to the singular point. Thus it costs a lot of energy as the Argand

diagram trajectory tries to approach the point of phase singularity.

5.3.2 Stub potential

Another scattering potential often studied [72, 100] to understand the experiments [47–49] is known

as the stub, which is an infinite one-dimensional quantum wire with a finite side branch. A schematic

representation of this system is shown in Fig. 5.3(a). This system is topologically not the same as a

one dimensional system, as in this case the origin (0,0) (see Fig. 5.3(a)) is connected to three other

directions. This potential shows discontinuous phase drops by π [72, 100] similar to that observed in

experiments [47, 49]. Prior to that this discontinuos scattering phase shift was shown to cause break-

down of parity effect of single particle states [86]. However, if there is an energy scale associated with

such a sharp phase change has remained a puzzle [47]. Heiblum et al [47] quote that ‘The appearance

of a second energy scale in the phase jump between resonances also cannot be understood...’. It sug-
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gests existence of an infinitely large energy scale. We will use Eq. (5.2) to understand why scattering

phase shift can change discontinuously as some parameter is varied. Electrons are incident from left

(see Fig. 5.3(a)) with energy E. The thin lines represent one dimensional quantum wires with zero

potential, while the bold line represents quantum wire with a finite potential V (y) given by,

V (y) =



0, for 0 < y≤ l1,

iV0, for l1 < y≤ l,

∞, for y > l.

The potential V (y) is taken to be imaginary, as it allows us to make the Argand diagram trajectory

approach and cross the point of phase singularity. This cannot be done with real potentials as I in Eq.

(5.2) is a conserved quantity. Imaginary potentials are known as optical potentials [101–104]. They

are often used to simulate the effect of decoherence and open systems. If the system itself changes

(for example from a closed one to an open one) then I may be different for the two cases. When

V0 is 0 then V (y) is 0 and the system is a closed conserved system. And when V0 is non-zero then

V (y) = iV0 and it is an open system. The wave function in the different regions are given by,

ψ(x,y) =



eikx + re−ikx, for x < 0,

teikx, for x > 0,

Aeiky +Be−iky, for 0 < y≤ l1,

Ceiq(y−l1)+De−iq(y−l1), for l1 < y < l,

0, for y = l.

Here r and t are the reflection and transmission amplitudes, k =
√

2me
h̄2 E is the wave vector along

thin lines, q =
√

2me
h̄2 (E− iV0) is the wave vector along the bold line, and E is the Fermi energy.

Solving the scattering problem using Griffiths boundary conditions [101–104], that the wave function

is continuous and the currents are conserved at the junction at (0,0) in Fig. 5.3(a), we get r and t as a

function of energy, E.

r =
1− ik−q1

ik+q1
e−2ikl1

1+3 ik−q1
ik+q1

e−2ikl1
(5.7)
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Figure 5.3 (a) Schematic representation for scattering of electrons by a stub potential. The
direction of incident and scattered electrons are shown by arrows. The potential, represented
by the bold line along y-axis, is V (y) = iV0. (b) Argand diagram for transmission amplitude
for different values of eV0l, where, e is electronic charge and l is the length shown in (a).
The thick solid line is Argand diagram for the case when eV0l = 0, the dot-dashed line is that
for eV0l = 0.5 and the dashed line is for eV0l = −0.5. Here l1 = .5l, l = 1, e = 1,2me = 1
and h̄= 1. (c) Plot of transmission phase shift θt and (d) plot of transmission coefficient |t|2,
as a function of dimensionless wave vector kl, taking the same notations and parameters as
in Fig. 5.3(b).

t =
2(1+ ik−q1

ik+q1
e−2ikl1)

1+3 ik−q1
ik+q1

e−2ikl1
(5.8)

where, q1 = q [cot (q(l− l1))]. Transmission phase shift is given by θt = Arctan Im(t)
Re(t) . Fig. 5.3(b)

show the Argand diagrams for the transmission amplitudes, given by Eq. (5.8), for different values

of eV0l, where energy is varied to remain within the first Riemann surface. The thick solid line is for

eV0l = 0, the dot-dashed line is for eV0l = 0.5 and the dashed line is for eV0l =−0.5. There is a phase

singularity at t = 0 marked as S in Fig. 5.3(b). Figs. 5.3(c) and 5.3(d) shows the transmission phase
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shift θt and transmission coefficient |t|2, respectively, as a function of kl for different values of eV0l,

using the same parameters and same notations as in Fig. 5.3(b).

In Fig. 5.3(b), if we draw a circle (thin solid line through PABQP) around the phase singularity,

then Eq. (5.2) implies the total phase change along the contour is 2π . If the shape and size of the

contour is altered, the net phase change along the contour remains the same provided the contour

encircles the phase singularity. The phase change while going from Q to P along the arrow in the

contour is less than π as the phase change in going from B to A is π . In the limit when the radius

of the circle P,A,B,Q is tending to zero, P approaches A, Q approaches B and P,A,B,Q all coincide

with the singular point S. In this limit going from Q to P would imply a discontinuous phase change

of π . Therefore a trajectory that tangentially touches the singular point S like the thick solid line for

eV0l = 0 in Fig. 5.3(b), will exhibit a discontinuous phase change of π at S. This phase change can be

seen in the solid line for eV0l = 0 in Fig. 5.3(c) (at point S marked at the same value of kl as in Fig.

5.3(b)), where we have plotted the transmission phase shift θt vs kl. We have already discussed in the

previous section that as the Argand diagram trajectory approaches the point of phase singularity, the

energy cost is very high. So, it is surprising that in a mesoscopic system, one can have such a high

energy scale and one can realize discontinuos phase drops that are generally not seen for classical

wave transport. In fact, it is not a real energy scale but an effective energy scale. Scattering by a stub

can be mapped into a problem of a delta function potential in one dimension where the strength of the

delta function potential is kcot(kl). That is, V e f f (x) = kcot(kl)δ (x) has same reflection amplitude r

and transmission amplitude t as in Eqs. (5.7) and (5.8). This is an effective potential that the electrons

encounter while the real potential is V0 = 0. At kl = π , a small change in k or l means a very large

change in the effective potential V e f f (x). Such large effective energy scales are known in other areas

of condensed matter physics, for example, the effective electron mass becomes ∞ at the band edge.

For eV0l = 0.5, the Argand diagram trajectory shown by the dot-dashed line in Fig. 5.3(b), inter-

sects the Re(t) axis at point N at kl = π . The Argand diagram trajectory facing the phase singularity

at S is concave throughout. So, Eq. (5.2) implies a monotonously increasing phase. This phase

behaviour can be seen in the dot-dashed line in Fig. 5.3(c) where we have plotted the transmission

phase shift θt vs kl and marked N at kl = π . For eV0l =−0.5, the Argand diagram trajectory shown
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by the dashed line in Fig. 5.3(b), intersects the Re(t) axis at point M at kl = π . The Argand diagram

trajectory facing the phase singularity is partially convex and partially concave. As discussed with

respect to Eq. (5.2), the phase increases for the concave part and decreases for the convex part of

the trajectory. This phase behaviour can be seen in the dashed curve in Fig. 5.3(c) where we have

plotted the transmission phase shift θt vs kl and marked the point M similarly. Therefore, if eV0l is

continuously changed from 0.5 to −0.5, then the point N moves to M crossing the point of phase

singularity. This implies that with an imaginary potential, just by changing sign of the potential it is

possible to cross the singular point. I for dot-dashed line is 1 and that for the dashed line is 0. In other

words by changing an imaginary potential we can make I change from 1 to 0. This is difficult with

a real potential. If we tried to cross the singular point with real potentials it would cost an infinite

amount of energy. We have discussed an effective real potential that can make an Argand diagram

trajectory tangentially touch the point of phase singularity. Any effective potential that can make

Argand diagram trajectory cross the point of phase singularity is not known.

In Fig. 5.3(c), we observe two different types of phase drops. For eV0l = 0, we get a discontinuous

phase drop (shown by the solid curve in Fig. 5.3(c)) and for eV0l =−0.5, we get a gradual phase drop

(shown by the dashed curve in Fig. 5.3(c)). If we make eV0l <−0.5, the point M in Fig. 5.3(b) will

shift more to the right and the phase drop will be less in magnitude and also less sharp. In Fig. 5.3(d),

using the same parameters and same notations as in Figs. 5.3(b) and 5.3(c), transmission coefficient

|t|2 is plotted as a function of kl for different values of eV0l. The inset in Fig. 5.3(d) shows the

transmission coefficient |t|2 in exponential scale in the region around kl = π (shown by dotted circle).

At kl = π , the thick solid curve for eV0l = 0 goes to zero, while the dot-dashed and dashed curves for

eV0l = 0.5 and eV0l = −0.5 respectively, go through a non-zero minima. The phase behaviours for

dot-dashed and dashed curves are completely different as can be seen from Fig. 5.3(c).

Thus in this section, we have explained using Argand diagram and Burgers circuit, why phase

(scattering phase shift) drops can occur discontinuously? Why such a phase drop can disappear or

change from discontinuous to gradual? The gradual phase drop in the dashed curve of Fig. 5.3(c)

at M is related to the analytic property of complex transmission amplitude and how the trajectory

encloses the singularity. Whether the gradual drop is sharp or slow, depends on the distance SM (Fig.
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Figure 5.4 Schematic representation for scattering of electrons by a one dimensional delta
function potential. The position of a delta function potential is shown by cross (X) mark.

5.3(b)) at which the convex trajectory intercepts the Re(t) axis.

5.3.3 Single channel quantum wire

The next scattering potential we consider, is a delta function potential in a single channel quantum

wire [89]. This essentially means, there is a single propagating channel while all other channels are

evanescent. These evanescent channels are characteristic of quasi one dimension (Q1D), and make

this scattering potential completely different from that of a delta function potential in one dimension

[105–107]. This system gained relevance with respect to the experiments of Schuster et al. [47],

Yang Ji et al. [48, 49], etc., because it too shows phase drops [87] like those observed in case of the

stub. The delta function potential can create a bound state in the continuum and it is this bound state

that non-trivially affects the scattering. Any other potential in quasi one dimension that can sustain

a bound state will produce similar effects. Essentially, such a bound state cause a Fano resonance

which is at the heart of the features observed for this potential. In this section we will explain the

scattering phase shift for this potential from Argand diagram. The system is shown in Fig. 5.4. The

quantum wire is shown by solid line with a delta function potential at position (0, yi) shown by a cross

mark. W is width of the quantum wire. The dashed lines represent the fact that the quantum wire is

connected to electron reservoirs via leads. Electrons are injected from the left reservoir into the left

lead. The electrons are allowed to propagate along x direction, but confined along y direction. The

confinement potential in the leads is taken to be hard wall potential and is given by,

Vc(y) =


∞, for |y| ≥ W

2 ,

0, for |y|< W
2 .
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Figure 5.5 (a) Argand diagram for transmission amplitude and (b) plot of transmission
phase shift θt11 versus EW , for scattering by a delta function potential in a single channel
quantum wire. Here eγW = −1.5, yi = 0.21W,e = 1,W = 1 and we have considered 500
evanescent modes.

The direction of propagation is shown by arrows. The scattering potential shown by cross mark is

given by,

V (x,y) = γδ (x)δ (y− yi)

Here γ is the strength of the delta function potential. The asymptotic wave function in different

regions are shown in Fig. 5.4. One can solve the scattering problem [77] to find,

r11 =−
i Γ11

2k1

1+∑n≥2
Γnn
2κn

+ i Γ11
2k1

(5.9)

t11 =
1+∑n≥2

Γnn
2κn

1+∑n≥2
Γnn
2κe

+ i Γ11
2k1

(5.10)

Here r11 and t11 are the reflection and transmission amplitudes and Γnm is given by,

Γnm = γsin
[

nπ

W

(
yi +

W
2

)]
sin
[

mπ

W

(
yi +

W
2

)]
(5.11)

where, m and n are integers. k1 =
√

2me
h̄2 E− π2

W 2 is the wave vector for the propagating channel, ∑n

denotes sum over evanescent modes, κn =
√

n2π2

W 2 − 2me
h̄2 E where n takes values 2,3, ...∞ and E is the

incident Fermi energy. Transmission phase shift is given by, θt11 = Arctan Im(t11)
Re(t11)

.

The Argand diagram for transmission amplitude t11 is shown in Fig. 5.5(a). There is a phase

singularity at the origin where, t11 = 0 (shown by the point S). Fig. 5.5(b) shows transmission phase
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Figure 5.6 Schematic representation of scattering of electrons by a three prong potential.
The direction of incident and scattered electrons are shown by arrow heads. The potential is
non-zero along the bold lines of lengths l, l2 and l along −x,+y and +x axes, respectively.

shift θt11 as a function of energy, for the same parameters as in Fig. 5.5(a). In Fig. 5.5(a), the trajectory

(shown by thick solid line) starts from the origin (point marked S) goes upto point Q, and traces back

the same path to pass the origin making SQS a closed contour. The direction of the trajectory is

therefore shown by a double headed arrow. At the energy, where the trajectory goes from Q to S and

touches the point of phase singularity at origin, i.e. point S, we expect a discontinuous phase drop of

π , following the same argument as in the case of the stub. This phase drop can be seen in Fig. 5.5(b),

where the points Q and S are also marked at their respective energies. Thus the discontinuous phase

drop is a natural consequence of Eq. (5.2).

5.3.4 Three prong potential

We now consider another potential called the three prong potential [90]. This potential will help us

to demonstrate other non-trivial aspects that follow from Eq. (5.2). A schematic representation of the

three prong potential is shown in Fig. 5.6. The thin lines represent one dimensional quantum wires

with potential V = 0, and the bold lines represent quantum wires with non zero potential, i.e., V 6= 0.

The arms of the prong are labelled as 1, 2 and 3 as shown in Fig. 5.6. The electrons are considered

to be incident from left, the direction of incidence being shown by arrows. The wave function in the

different regions are given by,
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Figure 5.7 (a) Argand diagram for transmission amplitude t21 and (b) plot of scattering
phase shift θt21 as a function of kl varying the wave vector from 0 to 12. (c) Argand diagram
for transmission amplitude t31 and (d) plot of scattering phase shift θt31 as a function of
kl varying the wave vector from 0 to 12. For all the figures, l = 1, l2 = 5l, e = 1 and
eV l =−1000.

ψ(x,y,z) =



eik(x+l)+ r11e−ik(x+l), for x <−l,

Aeiqx +Be−iqx, for −l < x < 0,

Ceiqy +De−iqy, for 0 < y < l2,

Feiqx +Ge−iqx, for 0 < x < l,

t21eik(y−l2), for y > l2,

t31eik(x−l), for x > l.
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where k =
√

2me
h̄2 E is the wave vector along the thin lines, q =

√
2me
h̄2 (E−V ) is the wave vector along

the bold lines and E is the Fermi energy. Here r11 is the reflection amplitude for electrons incident

from 1 and reflected back to 1, t21 is the transmission amplitude for electrons incident from 1 and

transmitted to 2 and t31 is the transmission amplitude for electrons incident from 1 and transmitted

to 3. These scattering matrix elements can be solved using Griffiths boundary conditions [101–104].

The respective transmission phase shifts are given by, θr11 = Arctan Im(r11)
Re(r11)

, θt21 = Arctan Im(t21)
Re(t21)

and

θt31 = Arctan Im(t31)
Re(t31)

.

Fig. 5.7(a) shows the Argand diagram for transmission amplitude t21. There is a phase singularity

at the origin, where t21 = 0. In Fig. 5.7(a) the trajectory of Argand diagram for t21 starts from the

origin, goes through P and then through Q,R and S following counter-clockwise direction shown by

arrows. The trajectory is concave throughout and Eq. (5.2) implies monotonously increasing phase.

This monotonously increasing phase can be seen in Fig. 5.7(b), where scattering phase shift θt21 is

plotted as a function of kl and here also the points P,Q,R and S are marked at the corresponding

values of kl.

The Argand diagram for t31 shows something interesting. This Argand diagram is shown in Fig.

5.7(c). There is a phase singularity at the origin, where t31 = 0. In Fig. 5.7(c), the trajectory of Argand

diagram for t31 starts from origin, goes through P and then through D,A,B,Q,F,R and S, following

counter-clockwise direction shown by arrows. Here interestingly, the trajectory develops a sub-loop

ABQFA. This sub-loop results in a convex arc BQF in the trajectory that does not go through the

origin. There will be a gradual phase drop whenever such a convex arc is observed, following Eq.

(5.2). This can be seen in Fig. 5.7(d), where scattering phase shift θt31 is plotted as a function of kl

and here also the points P,A,Q,R and S are marked. Presence or absence of such a sub-loop has no

consequence on the line integral of phase along PDABQFRS. This is because the contribution to the

line integral coming from the sub-loop ABQFA is 0 and its presence or absence has no bearing on the

value of I. So, such a sub-loop as ABQFA in Fig. 5.7(c) can appear or disappear as some parameter

is varied as will be demonstrated in the next section.
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5.4 Injectance and Friedel sum rule

Local partial density of states (LPDOS) is defined as [53, 61, 97, 98]

ρ
′(α,r,β ) =− 1

4πi

(
s†

αβ

δ sαβ

δV (r)
− sαβ

δ s†
αβ

δV (r)

)
(5.12)

Here, sαβ =| sαβ | e
iθs

αβ is the scattering matrix element for electrons incident from channel β and

transmitted to channel α and δ

δV (r) stands for a functional derivative with respect to the local potential

V (r). Time spent at r by an electron going from channel β to α is given by [53]

τ
′(α,r,β ) =

h
|sαβ |2

ρ
′(α,r,β )

Therefore, time spent by an electron going from channel β to α , within the scattering region is given

by [53]

τ(α,β ) =
h
|sαβ |2

∫
Screg

dr3
ρ
′(α,r,β ) (5.13)

where, ‘Screg’ stands for scattering region. For a mesoscopic sample coupled to leads, this scattering

region is by definition the sample [53]. So, partial density of states (PDOS) of a mesoscopic sample

is defined as [53]

ρ(α,β ) = − 1
4πi

∫
sample

dr3

(
s†

αβ

δ sαβ

δV (r)
− sαβ

δ s†
αβ

δV (r)

)
(5.14)

= − 1
2π

∫
sample

dr3
(
|sαβ |2

δθsαβ

δV (r)

)
(5.15)

PDOS are quite physical and manifests in a variety of experimental situations in mesoscopic systems

[53, 97, 98]. For example, decoherence in the scattering region is proportional to the time electrons

spend in the scattering region. As another example, consider a sinusoidal voltage of frequency ω ,

Vβ (ω) applied at incident lead β . The current measured at lead α will be [53],

Iα(ω) = Gαβ (ω)Vβ (ω) (5.16)

where, Gαβ (ω) is the dynamical conductance matrix and is given by [53],

Gαβ (ω) = G0
αβ
− iωEαβ +Kαβ ω

2 +O(ω3) (5.17)



5.4 Injectance and Friedel sum rule 103

G0
αβ

is the dc-conductance matrix. Eαβ is proportional to ω and governs the displacement currents

and is given by [53],

Eαβ = e2
ρ(α,β )− e2

∫
dr′ρ(α,r′)

∫
drg(r,r′)ρ(r,β ) (5.18)

where, g(r,r′) is the effective interaction potential.

The integration over r in Eq. (5.14) can easily be done for a global change (for all r in the sample

as well as in the leads) in V (r) by a constant amount ε , i.e. δV (r) = ε for all r. Such a constant

global increase in potential is equivalent to decrease in incident energy E, i.e.,

∫
global

dr3 δ

δV (r)
≡− d

dE
(5.19)

and, therefore,

∫
sample

dr3 δ

δV (r)
∼=−

d
dE

(5.20)

is expected to work in the semi-classical limit [61]. So, from Eq. (5.14)

ρ(α,β ) = − 1
4πi

∫
sample

dr3

(
s†

αβ

δ sαβ

δV (r)
− sαβ

δ s†
αβ

δV (r)

)

≈ − 1
4πi

∫
global

dr3

(
s†

αβ

δ sαβ

δV (r)
− sαβ

δ s†
αβ

δV (r)

)

or, ρ(α,β ) ≈ 1
4πi

(
s†

αβ

dsαβ

dE
− sαβ

ds†
αβ

dE

)
(Using Eq. (5.19))

On simplifying we get,

ρ(α,β ) ≈ 1
2π

(
|sαβ |2

dθsαβ

dE

)
(5.21)

It is known that
dθs

αβ

dE can be negative. Eq. (5.21) is an approximate equality, which implies if

R.H.S is negative, the L.H.S is not necessarily negative. In spite of the approximate equality in Eq.

(5.21), PDOS ρ(α,β ) too can be in principle negative as can be demonstrated from Eq. (5.14) for

some strictly 1D simple potentials in very low energy regime. 1D potentials are an idealization and

not physical and neither one can go to the necessary low energy regime in an experiment. The prob-

lem was theoretically studied in two different ways strictly in 1D. One is negative PDOS and the other
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is negative time scales. Measured time scales did not lead to any unique physical understanding and

a review on the topic can be seen in ref. [108]. Ref. [108] did conclude that ρ(α,β ) or τ(α,β ) are

physical and later on found to be so [53]. But regimes where they become negative has not received

any attention beyond 1D. In other words negative ρ(α,β ) has not yet been shown for any physical

system. Negative slopes in scattering phase shift in mesoscopic systems has recently gained promi-

nence. First they were observed to lead to breakdown of parity effect [86] and then they were also

measured [47–49]. Experiments [47–49] inspired many theoretical papers that study negative slopes

in scattering phase shift in mesoscopic systems [50, 70–72, 87, 88]. In section 5.3, we have explained

these negative slopes in scattering phase shift of mesoscopic systems (sometimes discontinuous and

sometimes gradual) using Argand diagram. It has been emphasised that these negative slopes are a

consequence of the topology of the Argand diagram contour. Hence, these negative slopes do not de-

pend on the details of the scattering potential but are manifestation of the fact that the Argand diagram

has a few limited options. Any realistic potential in Q1D can show negative slopes. The scattering

potentials considered in refs. [89, 99] are realistic multichannel scattering problems.

PDOS as defined in Eq. (5.14) can be negative without violating any physical principle, because

they add up to give the correct DOS [53]. One can sum the PDOS (given by Eq. 5.14) over α to get

injectance [53, 61, 99] of lead β ,

ρ(β ) =− 1
4πi ∑

α

∫
sample

dr3

(
s†

αβ

δ sαβ

δV (r)
− sαβ

δ s†
αβ

δV (r)

)
(5.22)

This is a measure of current delivered by the electrons incident along lead β and outgoing through

all possible leads. Similarly injectance can be defined for all possible leads and they are completely

independent of each other. For example, the scattering problem depicted in Fig. 5.6 can define ρ(1).

To get ρ(2) one has to solve a completely different scattering problem where the incident particle is

from lead 2. Using Eq. (5.20) we get for the semi-classical limit of Eq. (5.22),

ρ(β )≈ 1
4πi ∑

α

(
s†

αβ

dsαβ

dE
− sαβ

ds†
αβ

dE

)
(5.23)

Summing ρ(β ) over the β independent channels, we can obtain density of states (DOS) ρ(E), i.e.,

from Eq. (5.22),

ρ(E) =− 1
4πi ∑

αβ

∫
sample

dr3

(
s†

αβ

δ sαβ

δV (r)
− sαβ

δ s†
αβ

δV (r)

)
(5.24)
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and in the semi-classical limit given by Eq. (5.20), we get,

ρ(E)≈ 1
4πi ∑

αβ

(
s†

αβ

dsαβ

dE
− sαβ

ds†
αβ

dE

)
(5.25)

Further simplification of Eq. (5.25) gives

πρ(E)≈ d
dE

θ f (E) (5.26)

This is Friedel sum rule (FSR), where θ f (E) = 1
2i

d
dE log(det[S]) is the Friedel phase, S is the scattering

matrix and ρ(E) = dN(E)
dE is density of states. Since injectance of all leads are independent while they

add up to give FSR, it is important to understand injectance in order to understand FSR.

The potentials in sections 5.3.2, 5.3.3 and 5.3.4 are typical examples of mesoscopic systems, and

as reported in ref. [72,89,90], FSR (or injectance) manifests in these systems, in different ways. Semi-

classical regime being expressed by Eq. (5.20) is not sufficient. Sometimes, FSR (or injectance) is

exact at all energies (for example the stub [72]) and sometimes it is exact at an energy where quantum

fluctuations dominate [89]. There is a huge amount of system to system variation. It has been proved

very generally that when the phase drops of π are discontinuous like the solid curve in Fig. 5.3(c),

then at the energy corresponding to this drop injectance will become exact [89]. But when the phase

drops are gradual like the dashed curve in Fig. 5.3(c), this has not been proved in general but shown

for particular cases [89, 99]. The potentials considered in refs. [89, 99] are also realistic multichannel

scattering problem.

In this section we will prove that negative
dθs

αβ

dE in mesoscopic systems definitely signify nega-

tive PDOS. Also we will show that when there are such negative slopes in scattering phase shift of

mesoscopic systems then semi-classical FSR can become exact in a quantum regime. Once again our

proof will depend on Argand diagram and Eq. (5.2) and as our proof will be general and not depend

on the specific properties of the scattering potential.

Let us first make the connection between Eq. (5.2) and injectance. When S matrix is 2× 2 (for

example, the cases of double delta function potential (Fig. 5.2(a)), stub (Fig. 5.3(a)), single channel

quantum wire (Fig. 5.4)), Eq. (5.26) simplifies to,

d
dE

θt(E)≈ πρ(E) (5.27)
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Here t is the transmission amplitude and θt = Arctan Im(t)
Re(t) . Suppose when the energy is varied from

0 to E1, then the Argand diagram for a typical scattering matrix element t traces a closed contour C.

For such a case, ∮
C

dθt = 2πN(E1) (5.28)

where, N(E1) is number of states (obtained by integrating DOS ρ(E) from 0 to E1) below energy

E1. Thus in a scattering problem, Eq. (5.28) is equivalent to Eq. (5.2). Comparing with Eq. (5.2)

we see φ ≡ θt and S ≡ N(E1). If C happens to be a completely closed contour, Eq. (5.28) is exact

as it is equivalent to Eq. (5.2). Any complex function or its phase has to satisfy Eq. (5.2) and a

scattering matrix element is no exception provided it is analytic. However, in most cases of scattering

problems, C is not completely closed. In Fig. 5.2(b), there is a phase singularity at the origin and

the contour enclosing the singularity is not closed in the first Riemann surface. One can restrict the

discussion to the first Riemann surface to understand the injectance. When the contour continue to

the second Riemann surface, then the contour integral starts including contribution from the second

phase singularity in the second Riemann surface. And then one has to extend the discussions here to

include the effect of the second singularity. This does not change the arguments given here except

that sometimes the error from the first Riemann surface can cancel the error from the second Riemann

surface which need not be a systematic behaviour. The contour C in Fig. 5.2(b) starts from origin

with zero energy and ends in the first Riemann surface at point marked as S, where the energy is E1

(say). It is now known that (see Eq. (6) in ref. [70, 71]),∫
C′

dθt =
∫ E1

0

[
π

dN(E)
dE

− ImTr
(

Ga ∂Fa

∂E

)]
dE (5.29)

We will replace C by C′, when the contour is not completely closed. Ga is the advanced Greens

function and Fa is self energy due to coupling the system with the leads. One can then assume that∫ E1
0 ImTr

(
Ga ∂Fa

∂E

)
dE is the correction term to Eq. (5.28) arising because contour C′ is not closed.

This assumption can be justified because, when the self energy is energy independent, then the contour

C is closed as well as the correction term is zero implying Eq. (5.29) becomes Eq. (5.28). For a double

delta function potential in one dimension the correction term is very important to consider. There,

energy dependence of self energy can be seen very easily in the broadening of consecutive resonance

peaks (shown in Fig. 5.2(d)).
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In case of the solid line in Fig. 5.3(b), the potential everywhere is real and is 0. It traces a closed

contour in the first Riemann surface. Thus for this system Eq. (5.28) will become exact. Explicit

calculations of density of states [72] for the stub show this and so everything is consistent with Eq.

(5.2). However, for scattering by a delta function potential (Fig. 5.4) in a single channel quantum

wire we get a counter intuitive result. In this case, the contour of the Argand diagram (shown in Fig.

5.5(a)) is closed in a special way and so we expect Eq. (5.28) to be exact. But explicit calculations

of density of states [89] show, that is not the case. It has been shown earlier that for this system

the fundamental theorem of Büttiker-Thomas-Pretre (BTP) also breaks down [109] due to the non-

analyticity of scattering matrix elements. This is a consequence of the fact that delta function potential

in Q1D incorporates a log divergence in scattering matrix elements. Hence this is a situation where

Eq. (5.2) cannot be applied.

For the three prong potential, shown in Fig. 5.6, the scattering matrix is 3× 3 and the correct

form of FSR is given by Eq. (5.26). Whenever the scattering matrix has a rank greater than 2, the

connection between FSR in Eq. (5.26) and Eq. (5.2) is not straight forward. However, we can make

this connection for each partial density of states (PDOS) and is shown below. Let us consider the

Argand diagrams for the three prong potential shown in Figs. 5.7(a) and 5.7(c). None of the Argand

diagrams (e.g. Figs. 5.7(a), 5.7(c)) are closed in the first Riemann surface. Let us, for example,

consider the Argand diagram for t31 tracing a contour C′ (PDABQFARS shown in Fig. 5.7(c)) as

energy is varied from 0 to E1. We can show that (see Appendix D.1),∫
C′

dθt31 ≈ 2π

∫ E1

0

ρ(3,1)(E)
|t31|2

dE (5.30)

Now we can safely assume that for any closed curve like ABQFA in Fig. 5.7(c), Eq. (5.30) is exact.

That is, ∮
ABQFA

dθt31 = 2π

∮
ABQFA

ρ(3,1)(E)
|t31|2

dE (5.31)

This assumption can be justified as follows. For a closed contour, L.H.S of Eq. (5.31) is zero. Also

for a closed contour R.H.S of Eq. (5.31) will be zero as justified in Appendix D.2. Hence from Eq.

(5.14) it follows that R.H.S of Eq. (5.31) is also zero. Now,∮
ABQFA

dθt31 =
∮

ABQFA

dθt31

dE
dE = 0 (5.32)
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Figure 5.8 dθt31
dE as a function of kl for the three prong potential. Here l = 1, l2 = 5l, e = 1

and eV l =−1000.

In Fig. 5.8,
dθt31
dE is shown in the energy range covering the sub-loop ABQFA of Fig. 5.7(c). As is

implied by Eq. (5.32),
dθt31
dE is somewhere positive and somewhere negative to ensure the area under

the curve (shaded region in Fig. 5.8) is zero. Similarly the R.H.S of Eq. (5.31) is zero implies that

ρ(3,1)(E)
|t31|2

, will also be positive as well as negative in certain energy values (or kl values). Thus ρ(3,1)

is conclusively negative in some energy values.

We will now show how negative slopes in mesoscopic systems are fundamentally different from

that studied earlier [108] in 1D. Note the negative slope at point P in Fig. 5.7(d). This kind of negative

slope at very low energies can arise for scattering in 1D and one can easily check this for a square

well potential. In terms of our analysis we understand the negative slope at point P in Fig. 5.7(d)

due to a convex trajectory at P in Fig. 5.7(c) which is originating due to the fact that the Argand

diagram starts from the origin and behaves anomalously as the trajectory starting from the origin is

neither clockwise nor anti-clockwise with respect to the singular point (i.e. origin). See the expanded

Argand diagram trajectory shown in the inset of Fig. 5.7(c). The trajectory moves up, turns around

and moves down to become convex in a small energy window and then winds around the origin

anti-clockwise. Although
dθt31
dE is negative at P in Fig. 5.7(d), there is no conclusive evidence that

PDOS ρ(3,1) is negative at energy corresponding to point P. Such a negative slope is fundamentally

different from the negative slope at Q in Fig. 5.7(d) that originate from a closed sub-loop ABQFA in
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Fig. 5.7(c), that we encounter only in Q1D and mesoscopic scattering. We have shown that the sub-

loop seen in Fig. 5.7(c) implies the presence of this negative slope in scattering phase shift θt31 and

also implies PDOS ρ(3,1) is negative. We have shown that an Argand diagram for such a scattering

matrix element curls around and forms a sub-loop without violating the topological constraints of

Eq. (5.2). The line integration along the sub-loop ABQFA in Fig. 5.7(c) does not contribute to the

line integration over the trajectory PDABQFARS of Fig. 5.7(c) or I in Eq. (5.2) is unaffected by

the presence or absence of a sub-loop in the closed contour C. Negative slopes of this second type

(i.e. observed at Q in Fig. 5.7(d)) that we have discussed here in-fact can appear or disappear very

easily and can be found at much higher energies. In Fig. 5.9, we have shown the Argand diagram

for t31 upto very high value of energy (or, kl). We can see many sub-loops which again implies the

presence of negative slopes in scattering phase shift and negative PDOS. Sometimes there is a cusp

in the Argand diagram and such a cusp means a sub-loop has disappeared [94]. Thus the phase drop

will also disappear as we go to such energies. Disappearance of a sub-loop can be demonstrated by

varying any other parameter like V, l, l2 of the three prong geometry.

ρ(3,1) being negative is a counter intuitive feature of quantum mechanics and can have inter-

esting physical significance. Obviously, ac-response of a mesoscopic system will change drastically

if ρ(α,β ) in Eq. (5.18) changes sign. Also, it means an electron that is incident along lead 1 and

transmitted to lead 3, dwells in some negative number of states (PDOS is negative) inside the scat-

terer. Total charge being electronic charge times number of states will be positive for these negatively

charged electrons. So other electrons that are incident along lead 1 and transmitted to lead 2 or re-

flected back to lead 1 will be attracted by this positively behaving charge of electrons going from

1 to 3. This could be the explanation for the electron-electron attraction observed in the numerical

experiment of ref. [110], where no explanation could be given. In the next section we will argue that

this could have been also observed in an experiment.

Now let us try to understand if there is a connection between negative slope and injectance be-

coming exact as observed in some earlier works [99]. Eq. (5.31) holds for the integrals and does not

imply equality of the integrands. However, using Eq. (5.21) we can write

ρ(3,1) ≈ 1
2π
|t31|2

dθt31

dE
(5.33)
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Figure 5.9 Argand diagram for transmission amplitude t31, varying kl from 0 to 50, for the
three prong potential. Here l = 1, l2 = 5l, e = 1 and eV l =−1000.

ρ(2,1) ≈ 1
2π
|t21|2

dθt21

dE
(5.34)

ρ(1,1) ≈ 1
2π
|r11|2

dθr11

dE
(5.35)

Finally using Eqs. (5.33), (5.34) and (5.35), we can write

ρ(1,1)+ρ(2,1)+ρ(3,1)≈
1

2π
|r11|2

dθr11

dE
+

1
2π
|t21|2

dθt21

dE
+

1
2π
|t31|2

dθt31

dE
(5.36)

L.H.S of Eq. (5.36), i.e., ∑α ρ(α,β ) is well known as injectance as defined in Eq. (5.22). The R.H.S

of Eq. (5.36) is the semi-classical limit of injectance. The topological interpretation of Eqs. (5.33),

(5.34), (5.35) in terms of Argand diagrams leading to Eq. (5.36) is very useful. The correction term

to Eq. (5.36) is known [99] i.e.,

ρ(1,1)+ρ(2,1)+ρ(3,1) =

1
2π

[
|r11|2

dθr11

dE
+ |t21|2

dθt21

dE
+ |t31|2

dθt31

dE
+

m∗|r11|
h̄k2 sin(θr11)

]
(5.37)

Let us say that,

ρ(1)e = ρ(1,1)+ρ(2,1)+ρ(3,1) (5.38)
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Figure 5.10 (a) Argand diagram for reflection amplitude r11 and (b) plot of reflection phase
shift θr11 , versus kl for the three prong potential. Here l = 1, l2 = 5l, e = 1 and eV l =
−10000.

Figure 5.11 Plot of exact injectance ρ(1)e (solid line) and semi-classical injectance ρ(1)s

(dashed line) as a function of kl for the three prong potential. The peaks in the injectance
are shown separately, (a) shows the first peak, (b) shows the second peak, for the same
parameters as in Fig. 5.10. The insets show the magnified curves at points M and N.

is exact injectance, defined in Eq. (5.22). And,

ρ(1)s =
1

2π

[
|r11|2

dθr11

dE
+ |t21|2

dθt21

dE
+ |t31|2

dθt31

dE

]
(5.39)

is generally referred to as semi-classical injectance. Eq. (5.37) implies that ρ(1)e and ρ(1)s will be

equal at energies, where the correction term is zero or |r11|sin(θr11) = 0. According to the arguments

of Leavens and Aers [74], in the semi-classical limit |r11| −→ 0 and ρ(1)s = ρ(1)e. But in all the

cases of studies on injectance or FSR in mesoscopic systems [89, 99], |r11| 6= 0 at the energy where

ρ(1)s = ρ(1)e, but not very consistently as already discussed in the paragraph after Eq. (5.26). We
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Figure 5.12 Plot of reflection phase shift θr11 versus kl for the three prong potential. Here
l = 1, l2 = 5l, e = 1 and eV l =−1000.

Figure 5.13 Plot of exact injectance ρ(1)e (solid line) and semi-classical injectance ρ(1)s

(dashed line) as a function of kl for the three prong potential. The peaks in the injectance
are shown separately, (a) shows the first peak, (b) shows the second peak, for the same
parameters as in Fig. 5.12. The insets show the magnified curves at points F and G.

will show how the Argand diagram is responsible for this behaviour and therefore provides a general

understanding. In Figs. 5.10(a) and 5.10(b), we have shown the Argand diagram and phase shift

for scattering matrix element r11, respectively. kl is varied from 0 to 12 in both the plots. The

Argand diagram in Fig. 5.10(a) is restricted to one side of the phase singularity (i.e. origin) and in

the first Riemann surface resulting in sub-loops. This will naturally mean that, the contour has both

concave and convex parts in the trajectory. Scattering phase shift in Fig. 5.10(b) increases with kl,

reaches a peak value and then drops to become π at M. The pattern repeats as kl increases and the

scattering phase shift becomes π again at N. Therefore the correction term |r11|sin(θr11) to semi-
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classical injectance (Eq. (5.37)) is zero at M and N. Thus at M and N, the semi classical injectance

(Eq. (5.39)) is exact. The exactness of semi-classical injectance is shown in Fig. 5.11 (for clarity

see the inset) at points M and N corresponding to same kl values as in Fig. 5.10. For monotonously

increasing phase, Argand diagram extends to higher Riemann surfaces and line integrals include the

effect of other singularities in higher Riemann surface. Of course phase can be integral multiples of

π (i.e., 2π,3π, ..), but for open Argand diagram trajectories as argued before, this is not a consistent

behaviour, except in some simple one dimensional scattering problems. This inconsistent behaviour

can be for example, checked for an one dimensional Aharanov-Bohm ring with different arm lengths.

Drops in θr11 resulting in θr11 being π and sin(θr11) = 0, leading to semi classical injectance being

exact can be understood from the Argand diagram in a single Riemann surface, involving a single

phase singularity in the line integral and hence is not an accident. Drops in θr11 is a pure quantum

mechanical behaviour and hence exactness of semi classical injectance at the energies corresponding

to the phase drops, is counter-intuitive. As argued before, these drops coming from sub-loops in

Argand diagram are tunable and can be removed by varying some parameter. In Fig. 5.12, we plot

the phase behaviour for the same system, after decreasing the potential V of the same system as in

Figs. 5.10 and 5.11. The phase drop at point F as usual decreases to π , and hence semi classical

injectance is exact at this point which can be seen in Fig. 5.13(a). Point F is marked at the same

value of kl as in Fig. 5.12. But, in Fig. 5.12, the phase drop at G is now not sharp enough to decrease

to π . It is due to tuning the potential, that the sub-loop has now reduced in area, and consequently

the drop has also reduced and will eventually disappear. At such point ρ(1)e is not equal to ρ(1)s,

i.e. semi classical injectance is not exact in spite of a phase drop. This can be seen in Fig. 5.13(b))

where point G is marked at the same value of kl, as in Fig. 5.12. One would have expected that

when we decrease the potential and make it weaker, semi-classical behaviour will be favoured. But

on the contrary, for stronger potential the semi-classical injectance is exact at point N in Fig. 5.10(b),

while for a weaker potential in the same system the semi-classical injectance is not exact at point G

in Fig. 5.12(b). Therefore, the drops in scattering phase shift of mesoscopic system, originating from

sub-loops in Argand diagram involves completely new physics. One has to discard the usual concept

of semi-classical regimes wherein the de-Broglie wavelength of the electron is much smaller than the
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Figure 5.14 Transmission coefficient and scattering phase shift evolution in a QD as the
coupling between the dot and leads is changed. This figure is taken with permission, from
ref. [48].

scale of the potential, mathematically expressed by Eq. (5.20) [61].

5.5 Comment on Experimental Observations

We will try to construct the Argand diagram from the experimental data given in refs. [48, 85], to

see if something can be understood. Yang Ji et al. [48] measured the transmission coefficient and

transmission phase shift of a quantum dot (QD). The experimentally observed transmission coefficient

and transmission phase shift as a function of gate voltage, for different coupling strengths between

QD and the leads, are shown in Fig. 5.14. A phase drop is observed in Fig. 5.14D when the coupling

strength is small. As coupling gradually increases, the dot enters the strongly interacting regime

and the phase drop decreases and finally vanishes. This gradual phase disappearance follows the

sequence D to A in Fig. 5.14. We have seen in our theoretical calculations that such phase drops
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Figure 5.15 Argand diagram for the transmission amplitude, obtained from Fig. 5.14. In
this figure the labelling A,B,C,D follows that in Fig. 5.14.
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Figure 5.16 (a) Typical transmission coefficient and scattering phase shift of a QD in the
Kondo regime. This figure is taken with permission from ref. [85]. (b) Argand diagram
for transmission amplitude constructed from the experimental data. (c) We hope future
experiments will give such Argand diagrams in greater resolution and how they evolve. For
example an Argand diagram that encircles the phase singularity (solid line) can develop
lobes (dotted line) and finally reduce to the Argand diagram in (b) as Kondo effect sets in.
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can disappear and there are two possible reasons. One possibility is that when the coupling to leads

is changed then it introduces some de-coherence for which the Argand diagram trajectory crosses

the singularity and I changes from 0 to 1. The second possibility is that I remains conserved and

the Argand diagram trajectory develops a sub-loop. Argand diagrams can be constructed from the

experimental data given in Fig. 5.14 and is shown in Fig. 5.15. There is a lot of fluctuations in

the data probably due to experimental error. However, one can roughly see that there is a sub-loop

abca in Fig. 5.15, that gradually decreases in area as we go from D to A and clearly disappears

in A with the formation of a cusp. The experimentalists had thought that as coupling increases,

Kondo effect sets in and the disappearance of phase drop could be due to that. However, the phase

behaviour seen in Fig. 5.14A is not typical of Kondo resonance. Typical phase behaviour of Kondo

resonance is that, it increases by π

2 and forms a plateau. Such a behaviour was observed by the same

experimental group [85] subsequently, in which they restricted the dot occupancy to one electron,

and is shown in Fig. 5.16(a). One may conclude that the disappearing phase behaviour in Fig.

5.14A has nothing to do with Kondo effect. We have already discussed in section 5.4, that when

Argand diagram of transmission amplitude shows a sub-loop, PDOS associated with the transmitting

electrons is negative. The transmitted particles and reflected particles can attract each other and that

can result in a bound state. This bound state is expected to be effective only in the strongly interacting

regime, i.e. for the case of Fig. 5.14A. In the weakly interacting regime, we may not see any effect

of this interaction induced bound state and the phase drops occur very generally in scattering by a

mesoscopic system. We hope future experiments will focus on how Argand diagram evolves as one

observes changes in scattering phase shift.

5.6 Conclusions

Argand diagram of scattering matrix elements are drawn for different model potentials and for a few

experimental data. Several conclusions can be drawn from the properties of the Argand diagram with-

out referring to the Hamiltonian or to the scattering potential. Usually the Argand diagram trajectory

encircles the phase singularity. But in mesoscopic systems we find that the Argand diagram develops

sub-loops. The sub-loop does not enclose the phase singularity at the origin and hence topologically
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allowed. The sub-loop can therefore appear or disappear on varying some parameter. It does not

matter what parameter (say E) is varied to obtain the Argand diagram or what parameter (say V ) is

varied to make the sub-loop disappear. Many unexplained features so far can be explained by the

appearance and disappearance of such a sub-loop. When the sub-loop appears there will be a drop

in the scattering phase shift and when the sub-loop disappear the drop will also disappear. Hence

appearance and disappearance of phase drop is also very natural and poses no conceptual problem.

Just as the sub-loop appears on varying some parameter, it can also grow in size as the parameter is

varied. As the sub-loop becomes large and comes closer to the origin the phase drops also become

large and sharp making the scattering phase shift decrease to π and then injectance or Friedel sum

rule becomes exact. This is very counter intuitive as the strong phase drop signifies onset of pure

quantum mechanical behaviour while Friedel sum rule is expected to become exact in semi-classical

regimes. Also we prove that whenever there is a sub-loop (big or small) there will be negative partial

density of states. For example if there is a sub-loop in the range ∆E then there is also negative partial

density of states in the range ∆E. Conclusive evidence of negative partial density of sates in a real

system has never been reported before. Since all these results are drawn from the properties of the

Argand diagram, the results are general and independent of the Hamiltonian or the scattering poten-

tial. The physics originating from sub-loops is completely new and upsets our way of understanding

semi-classical behaviour.



Chapter 6

Localization of electrons in quasi one

dimension

6.1 Introduction

Spontaneous symmetry breaking by definition refers to a situation when the Hamiltonian has a certain

symmetry but the solution does not have that symmetry. The definition does not refer to any phase

transition. As a special case, when the effect is considered in the thermodynamic limit then symmetry

breaking transition can become very sharp and then it is called a phase transition. Thus while phase

transition is an example of spontaneous symmetry breaking the converse is not true. Linear super-

position principle tells us that spontaneous symmetry breaking is not possible in quantum mechanics

as the infinite number of degenerate states that are associated with spontaneous symmetry breaking

can superpose to give a general state that has the same symmetry as the Hamiltonian. In spite of

it, certain heavy nuclei exhibit rotational excitations, that can not be explained by the shell structure

alone of a spherical nucleus. Initial understanding of this was provided by Bohr and Mottelson [111]

in terms of collective modes of oscillation of a deformed nucleus. Such nuclear deformation may well

be due to spontaneous symmetry breaking and commonly referred to as internal symmetry breaking

in nuclear physics [111]. However as nuclear forces and nuclear Hamiltonian are still not precisely

known, a first principle quantum mechanical analytic understanding is not yet possible. Similar ideas

119
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of spontaneous symmetry breaking can also explain the details of the mass spectra of alkali metal

clusters and indicate the existence of a spin density wave in quantum dots [112–115]. The electronic

properties of metal clusters is of immense technological importance [116].

For a few electrons in a two dimensional quantum dot, the exact Hamiltonian is rotationally in-

variant (commutes with Lz) and can also be solved. In these systems, since earlier days, researchers

have approached the problem from two practical points of view although it becomes difficult to ob-

tain a clear, reconciled understanding. In the first approach, one either makes a numerical solution of

Hartree-Fock equations or the Kohn-Sham equations for a few electrons and obtain the electron den-

sity. The density profile shows a typical crystal like structure consisting of hills and valleys (charge

density wave (CDW)) [112–114]. It is known that this is an artefact of the non linearity of the

equations in use while the exact theory is linear [117]. In the other approach, one makes an exact

diagonalization for even fewer electrons. Whereby, the density is uniform (density has the same

symmetry as Hamiltonian) and do not show any signature of broken symmetry because of the linear

superposition principle. However if one calculates the pair correlation function, then that show oscil-

lations [114, 118, 119]. Generally speaking, these oscillations survive over a finite length and decay

rapidly which is expected in finite size systems. The correlation function is not defined in Hartree-

Fock Theory or Density Functional Theory. The density oscillations obtained therein do not decay

beyond a length scale. Still one makes the ad hoc assumption that the non linearity of Hartree-Fock

Theory or Density Functional Theory show density oscillations by projecting the pair correlation

function and consequently, the discrepancy of the decay disappears for infinite systems.

With exact diagonalization, one also looks at the degeneracy of eigen energies after subtracting the

center of mass energy and checks if the degeneracy can be explained by the representative point group

corresponding to the broken symmetry crystalline state [115]. Although in name exact diagonaliza-

tion, it uses a Configuration-interaction (CI) calculation resulting in truncating the Fock space [115],

besides incorporating substantial numerical errors. For example, substantial lack of degeneracy can

be seen in Fig. 4 of Ref. [115] where a comparison with Hiesenberg model is given. One cannot go

to very large energy limits or more than seven or eight electrons due to numerical problems. Nev-

ertheless, this paper [115] introduces the idea of looking at yrast spectrum to see degeneracies and
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to identify the representative point group, a technique that was instrumental in understanding nuclear

deformations [111]. A recent work [118] has shown that eight non interacting spinless electrons in

a one dimensional ring, has an yrast spectrum that can be interpreted in terms of localization of the

electrons in the internal frame (centre of mass frame). The yrast spectrum can be “... understood as

rotational vibrational spectrum of classical particles...” (see the conclusion of section 4 on page num-

ber 6 of Ref. [118]). Thus quite some work has been done on this problem so far [111–115,117–119]

and the localized electrons in internal frame are also referred to as density waves in the internal frame

or as formation of a crystal in the internal frame, or a rigid rotor in the internal frame or just spon-

taneous symmetry breaking. The purpose of our work is to show that this result can be analytically

extended to quasi one dimension whose thickness can be increased arbitrarily in a particular way. We

also address the actual problem by-passing the cumbersome numerical technical issues associated

with the problem. Once the exact periodicity can be shown in the non-interacting limit we give an

analytical proof for another way of looking into this transition through fractional flux periodicity of

Aharonov-Bohm effect. We show that inclusion of Coulomb interaction will not change the periodic-

ity of Aharanov-Bohm effect. It will be φ0/N in the broken symmetry state and there will be deviation

from φ0/N periodicity in the symmetric state. We can prove this for arbitrarily wide rings that can

be considered to be a two dimensional (2D) system. Following the convention of nuclear physics

wherein the yrast spectrum is used to identify the representative point group in internal frame, we

will refer to this localization phenomenon as spontaneous symmetry breaking or internal symmetry

breaking. Thus our work is a non-trivial extension of Ref. [118].

Mesoscopic systems give a unique opportunity to study the few electron system both experi-

mentally as well as with theoretical models and hence provide an opportunity to study how few

electron properties evolve into macroscopic collective properties as we increase the number of elec-

trons. Wigner crystallization [120–122] of electrons, one such bulk phenomenon of spontaneous

symmetry breaking proposed long ago, is still a debatable issue. We exclude here the situation when

quantum mechanical kinetic energy or the uncertainty of an electron can be quenched by a strong

magnetic field [123–126] or the situation when explicit symmetry breaking leads to an electron crys-

tal state [127–131]. Localization of electrons in the internal frame (centre of mass frame) resulting in
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CDW is different from a typical notion of a phase transition in condensed matter physics like localiza-

tion of electrons in the laboratory frame. As mentioned in the earlier paragraph, in all the systems we

study in this work, the density in the laboratory frame is always homogeneous due to linear superposi-

tion principle. And hence it is also not necessary to refer to Mermin Wagner theorem. It is to be noted

that an unpinned CDW or a sliding CDW in condensed matter physics correspond to a Goldstone

mode where the CDW moves in time and is different from the internal symmetry breaking discussed

here, wherein the density obtained from time independent Schrödinger equation is uniform in the

laboratory frame. However, there can be connection between internal symmetry breaking discussed

here and spontaneous symmetry breaking in condensed matter physics which we will not explore in

this paper. We will just point out the similarity between yrast spectrum to be discussed here (see Figs.

6.1(a) and 6.2(a)) and the spectrum shown in Fig. 1 of Ref. [132].

In this paragraph we briefly review section 3 and section 4 of Ref. [118]. For a finite number of

electrons in a 1D ring [118], eigen energies are shown in Fig. 6.1. The electrons localize and form

a crystal in the center of mass frame while the center of mass rotates like a free particle and hence

the solid and dashed curve in Fig. 6.1 increases parabolically. The points B and C correspond to

excitations that are therefore decoupled from the center of mass motion and corresponds to vibrations

of localized electrons in center of mass frame. If the parabolic contribution is subtracted then the

yrast spectra show periodic oscillation (Fig. 6.1b). Fig. 6.1b imply that eight spin up electrons,

crystallized in the centre of mass frame in a 1D ring has eight-fold discrete symmetry while four up

and four down has a four-fold discrete symmetry [118]. Hence the yrast spectrum repeats modulo

eight and four respectively in Fig. 6.1b. Eight-fold symmetry for spinless electrons (which is same as

eight spin up electrons) is again CDW and four-fold symmetry for four spin up and four spin down

is spin density wave (SDW). Thus spontaneous symmetry breaking in 1D with eight spin up and four

spin up-four spin down non interacting electrons is now well established [118]. This procedure of

analysing degeneracies in the yrast spectrum after subtracting a parabolic part assigned to rotational

energy is also well established in nuclear physics for a much longer time [111]. The features seen

in Fig. 6.1, if encountered in quasi one dimension (Q1D) can be interpreted in the same way as

spontaneous symmetry breaking leading to CDW and SDW.
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Figure 6.1 (a) Yrast spectra for eight electrons in an one dimensional ring. The electrons
are interacting only through statistics whence Coulomb interaction is ignored. The solid
and dashed line fall on a parabola given by M′2/2I where M′ is the total angular momentum
and I is the moment of inertia for 8 classical electrons in an one dimensional ring. (b) The
energy values are plotted after subtracting solid and dashed lines from the data points in
Fig. 6.1a. This figure is taken from Ref. [118].
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6.2 Quasi one dimensional ring

Let us consider N number of electrons in a quasi one dimensional (Q1D) ring. The Schrödinger

equation in presence of a magnetic field perpendicular to the plane of the ring is given by{
N

∑
j=1

[
1

2m∗

(
−ih̄
−→
∇ j−

e
c
−→
A (−→r j )

)2
+V (−→r j )

]
+

1
2

1
4πε0

∑
i6= j

e2

|−→ri −−→r j |

}
ψ(−→r1 ,

−→r2 , ..,
−→ri , ..,

−→rN) = Eψ(−→r1 ,
−→r2 , ..,

−→ri , ..,
−→rN) (6.1)

where V (r j) = 0 for rin ≤ r j ≤ rout and ∞ elsewhere, is the confinement potential for jth electron.

Here rin is the inner radius and rout is the outer radius of the ring. We use a unit system where h̄=1,

e=1, 4πε0=1 and m∗=0.5 and we choose the Bohr radius (RB = 4πε0h̄2

m∗e2 ) to be the unit of length. Such a

Q1D ring can be experimentally realized [16]. The Schrödinger equation in the absence of Coulomb

interaction is given by

N

∑
j=1

[
1

2m∗

(
−ih̄
−→
∇ j−

e
c
−→
A (−→r j )

)2
+V (−→r j )

]
ψ(−→r1 ,

−→r2 , ...,
−→ri , ...,

−→rN) = Eψ(−→r1 ,
−→r2 , ...,

−→ri , ...,
−→rN) (6.2)

ψ(−→r1 ,
−→r2 , ...,

−→ri , ...,
−→rN) is the many body wave function in the absence of Coulomb interaction where

electrons are interacting due to statistics. For fermions ψ(−→r1 ,
−→r2 , ...,

−→ri , ...,
−→rN) of Eq. (6.2) is given

by a Slater determinant. In Fig. 6.2a we consider a ring of inner radius 8RB and outer radius 12RB

and plot the yrast spectra for (i) 8 up spin electrons and (ii) 4 up, 4 down spin electrons. It can be

seen clearly that, we obtain an identical behaviour in Q1D (Fig. 6.2) as compared to in 1D depicted in

Fig. 6.1. This demonstratively signifies the breakdown of symmetry (CDW and SDW) in the internal

frame (centre of mass frame) as has already been explained along with Fig. 6.1. We can see in Fig.

6.1b that for the open circles every eighth level is degenerate and for the stars, every fourth level is

degenerate. Degeneracy always comes from a symmetry. M′ is the generator for rotation and like

in 1D or in nuclear physics, we can interpret the degeneracy for every eighth value of M′ is due to

localization of electrons in the internal frame, resulting in an eight fold discrete symmetry. 4 up and

4 down electrons in the ring is expected to appear in the broken symmetry state with spin up and spin

down electrons occurring alternately which will make the discrete symmetry 4 fold and hence for the

stars (Fig. 6.2b) the degenerate levels come after every four values of M′. We fit the local minima to
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Figure 6.2 Here also the electrons are interacting only through statistics in a Q1D ring and
Coulomb interaction is ignored. Note the similarities with Fig. 6.1 and we have represented
the different curves just like in Fig. 6.1. Here EB = h̄2

m∗R2
B

and RB = 4πε0h̄2

m∗e2 .

M′2/2I, where M′ is the total angular momentum which has been calculated quantum mechanically.

We have used I as a fitting parameter and have obtained the value of I to be 791.4 meR2
B for a ring

of inner radius 8RB and outer radius 12RB. The moment of inertia for 8 classical electrons placed at

equal distances in a ring like arrangement and rotating on a ring of radius 10RB is 800 meR2
B. This

further confirms a semi rigid classical structure and hence symmetry breaking.

We will now show that in Q1D unlike in 1D there can be a transition that can be effected by

increasing the thickness of the ring. Hence we plot the yrast spectra (Fig. 6.3a) for a ring of inner

radius 4RB and outer radius 12RB. Fig. 6.3b is not exactly periodic. We again fit the local minima
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Figure 6.3 Same as in Fig. 6.2, but for a wider ring. On subtracting the parabolic data, we
find the peak values in (b) are gradually decreasing and hence periodicity is absent.

to M′2/2I. The value of I we obtain from the fitting is nowhere close to the moment of inertia for 8

classical electrons sitting at equal distance in a ring like arrangement. Hence no signature of broken

symmetry is seen here.

6.3 Single particle states

To prove symmetry breaking for an arbitrarily wide ring including Coulomb interaction, it makes

sense to make a one to one correspondence with that in 1D and for this, we study the single particle
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levels of the Q1D ring. Single particle Schrödinger equation corresponding to Eq. (6.2) is[
1

2m∗

(
−ih̄
−→
∇ − e

c
−→
A
)2

+V (−→r )

]
ψ(−→r ) = εψ(−→r ) (6.3)

We use two dimensional polar coordinates (r,θ). The vector potential in Coulomb gauge (
−→
∇ ·−→A = 0)

is given by

−→
A (−→r ) =

Br2
f

2r
θ̂ =

ωcm∗cr2
f

2er
θ̂ (6.4)

where B is the magnetic field passing through a finite circle of radius r f < rin and ωc = (eB/m∗c) is

the cyclotron frequency. The above equation can be solved [133, 134]. One uses

ψ(r,θ) = R(r)Θ(θ), x′ =

√
2m∗ε

h̄2 r = kr (6.5)

to get,

x′2
d2R
dx′2

+ x′
dR
dx′

+
(

x′2−m′2
)

R = 0 (6.6)

d2Θ

dθ 2 − i2α
dΘ

dθ
+λΘ = 0 (6.7)

where λ is a constant, α =
m∗ωcr2

f
2h̄ = Φ

Φ0
and m′ =

√
α2 +λ . Φ is the flux passing through the ring

and Φ0 is the flux quantum given by ch
e . The complete solution can be written as,

ψ(r,θ) =
1√
2π

[Am′Jm′ (knr)+Bm′Nm′ (knr)]ei(m′+ Φ

Φ0
)θ (6.8)

where Jm′ and Nm′ are the Bessel and Neumann functions of order m′. Here kn is defined as εn =
h̄2k2

n
2m∗ .

The azimuthal wave function Θ(θ) satisfy twisted periodic boundary condition, i.e., Θ(θ) = Θ(θ +

2π)e−i2π
φ

φ0 that gives

m′ = 0,±1,±2, . . . (6.9)

For the radial function, R(rin) = R(rout) = 0 gives

Nm′ (krin)Jm′ (krout) = Nm′ (krout)Jm′ (krin) (6.10)

Eq. (6.10) determines the allowed values of energy for a particular m′. This is shown for n = 1, and

n = 2 in Fig. 6.4. m′ values corresponding to a particular n value form a distinct band signifying
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Figure 6.4 Single particle eigen energies vs magnetic flux for an electron in a Q1D ring,
where the energy is expressed in units of EB = h̄2

m∗R2
B
. In (a), we have subtracted 0.75 from

the energy value for n = 2. All the curves are parabolic and minima of all the curves for a
particular n value is the same.

decoupling of radial energy and azimuthal energy. Each curve is a parabola for both n = 1 and n = 2

just like what we get in a one dimensional ring. We can get further insight when we move into higher

dimensions by noting the similarities between Q1D and 1D. Multiplying both sides of Eq. (6.6) and

Eq. (6.7) by h̄2

2m∗r2 and adding
m∗ω2

c r2
f

8r2 to both sides of Eq. (6.7) and then using Eq. (6.5) one can obtain

the following equations

− h̄2

2m∗

[
1
r

d
dr

(
r

d
dr

)]
R(r) = ε1(r)R(r) (6.11)

1
2m∗

(
−ih̄

1
r

∂

∂θ
− e

c
A(~r)

)2

Θ(θ) = [ε− ε1(r)]Θ(θ) (6.12)

where,

ε1(r) =
h̄2

2m∗r2

(
x′2−m′2

)
=

h̄2

2m∗

(
k2− m′2

r2

)
(6.13)

Since rdθ = dx, Eq. (6.12) becomes

− h̄2

2m∗

(
d
dx
− ieA(r)

ch̄

)2

Θ(x) = [ε− ε1(r)]Θ(x) (6.14)
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Figure 6.5 Probability distribution of radial wave function of an electron in a ring for dif-
ferent m′ values, for zero flux and n = 1. In (a) all the curves corresponding to different m′

values overlap on each other but in (b) they are distinct. Situation in (a) leads to a broken
symmetry state and for (b) symmetry is restored.

Θ which is a function of m′ and θ in Eq. (6.12) now becomes a function of k and x in Eq. (6.14). The

r dependence of A is of no consequence as A(r) in Eq. (6.14) can be gauged away in a manner just as

one does in the 1D case to give

− h̄2

2m∗
d2

dx2 Θ
′(x) = [ε− ε1(r)]Θ′(x) (6.15)

where Θ′, the gauge transformed version of Θ and it results in a change of boundary condition in the

presence of magnetic field.

Θ
′(x) = Θ(x)e−i e

h̄c
∫

A(r)rdθ (6.16)

Note that (see Eq. (6.13)) m′ is angular momentum quantum number and m′
r behaves like k which is

linear momentum quantum number. Hence although ε1(r) in Eq. (6.15) seems to be a function of

r it behaves like the square of decoupled linear momentum or energy. The azimuthal energy being

[ε− ε1(r)]. Ref. [135] writes for a 1D ring

− h̄2

2m∗
d2

dx2 Θ
′(x) = ε1DΘ

′(x) (6.17)

Note that Eq. (6.15) and Eq. (6.17) give similar energy spectrum as has already been clearly ex-

plained in Fig. 6.4. [ε − ε1(r)] in Eq. (6.15) corresponds to ε1D in Eq. (6.17). Only difference

is that [ε − ε1(r)] in Eq. (6.15) has to be determined from Eq. (6.11) and the radial wave function

compensates in such a way that the eigen energies of the system turn out to be similar in Q1D as well
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Figure 6.6 Periodicity is seen when the radius and thickness are increased simultaneously.

as in 1D. This is true for a narrow ring as well as a wide ring. A gradual crossover to an extremely

wide ring that can be considered as a two dimensional system does not change this feature. The only

change of feature will be in the nature of the radial wave functions. This is well demonstrated in Fig.

6.5 for a narrow ring that exhibits broken symmetry (parameters corresponding to Fig. 6.2) and a

wide ring that does not exhibit broken symmetry (parameters corresponding to Fig. 6.3). For narrow

rings, the wave functions corresponding to possible different m′ values look identical. However, for

wider rings this is not true. In 1D, statistics plays a major role as the electrons can not cross each

other. In a Q1D ring with inner radius 8RB and outer radius 12RB, we see that the radial probability

distribution for all m′ values coincide with each other (Fig. 6.5a). In this case, it looks like the effect

is similar to the case of 1D and that the electrons can not cross each other due to Fermi statistics.

Hence, this system shows spontaneous symmetry breaking just like in 1D. For a ring of inner radius

4RB and outer radius 12RB the position of peaks of the radial probability distribution changes with m′

(Fig. 6.5b). In this case it appears that unlike in 1D the electrons can cross each other inside the ring

and symmetry breaking is not seen.

6.4 Effect of ring thickness and two dimensions

From Fig. 6.3 and associated narrations, it seems that symmetry breaking is not possible in two di-

mensions that can be obtained by gradually increasing the thickness of a Q1D ring. But if we increase

the radius and the thickness simultaneously, it results in symmetry breaking as we will explain now.



6.4 Effect of ring thickness and two dimensions 131

Figure 6.7 Probability distribution of radial wave function of an electron in a ring with
inner radius rin = 16RB, outer radius rout = 24RB, for different m′ values and n = 1.

We take 16 electrons interacting only due to Fermi statistics and compare the energy spectra for three

rings. One with inner radius 4RB and outer radius 6RB, other with inner radius 8RB and outer radius

12RB and another with inner radius 16RB and outer radius 24RB. Here we have plotted the energy

values after subtracting the parabolic data we obtain by connecting the minima (Fig. 6.6). We see

that all the curves show the same periodicity, signifying broken symmetry. The amplitude of oscilla-

tion for the ring with inner radius 16RB and outer radius 24RB is 1/4-th of the amplitude for the ring

with inner radius 8RB and outer radius 12RB, and is 1/16-th of the amplitude for the ring with inner

radius 4RB and outer radius 6RB. This is also similar to the case of a 1D ring, where if one makes

the radius double, the energy becomes 1/4-th. Note that although rin
rout

ratio is same in the three rings,

their thickness is increasing. And as seen in Fig. 6.3, we do not expect symmetry breaking leading to

CDW as the thickness increases. Note that the curve represented by solid line in Fig. 6.6 is for a ring

of thickness 8RB like that in Fig. 6.3 but unlike Fig. 6.3, it shows a broken symmetry. For this ring

too the radial probability distribution is independent of m′ and shown in Fig. 6.7. Hence if this trend

continues then by increasing the radius and the thickness simultaneously one can observe symmetry

breaking for a very thick ring, and as one assumes when applying Born-von Karman boundary con-

dition one may say properties deep inside the sample is independent of boundary conditions. The act
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Figure 6.8 Probability distribution of radial wave function of an electron in a ring for dif-

ferent m′ values and n = 1. Here the radius is taken in units of Rc = (4πε0)
2h̄3c

(m∗)2e4

√
h̄c
G '

1014meters, where G = 6.67× 10−11Nm2kg−2, is the Gravitational constant. There-
fore in (a) we are considering a ring of width 4× 1014meters and in (b) that of width
8×1014meters.

of increasing the radius consequently lowers the azimuthal component of the momentum and the act

of increasing the thickness lowers the radial component of the momentum. When rin becomes very

large, one can use the asymptotic forms of Bessel function and Neumann function. In that case one

can prove analytically that radial probability distribution is independent of m′. This is demonstrated

in Fig. 6.8. Note that Fig. 6.8a is for a ring of thickness 4× 1014meters and Fig. 6.8b is for a ring

of thickness 8× 1014meters. In the next section we will prove that even if we include Coulomb in-

teraction, we will get a broken symmetry state when radial probability distribution is independent of

m′.

6.5 A proof including Coulomb Interaction

From Eq. (6.8), the wave function for the many body Scrödinger equation in Eq. (6.1) can be written

as

ΨN(
{

r j,θ j
}
) = ∑
{m′j}

a{m′j}A
N

∏
j=1

[(
Am′j Jm′j

(
kn j r j

)
+Bm′j Nm′j

(
kn j r j

))
(

1√
2π

ei(m′j+
Φ

Φ0
)θ j

)]
(6.18)
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where a{m′j}s are unknown coefficients, A stands for anti-symmetrizing operator.
{

m′j
}

corresponds

to the set of all allowed m′j values appearing in the product of Eq. (6.18). We now introduce the center

of mass (ξ ) and relative (ζi) coordinates defined as

ξ =
1
N

N

∑
j=1

θ j, ζ j = θ j−ξ (6.19)

If we look at the many body Hamiltonian of Eq. (6.1) in terms of these coordinates then the first term

and the Coulomb interaction term are interesting to note.

H =
N

∑
j=1

−h̄2

2m∗r2
j

1
N2

∂ 2

∂ξ 2 + ...+
1
2 ∑

i 6= j

1
4πε0

e2√
r2

i + r2
j −2rir j cos(ζi−ζ j)

(6.20)

Our calculations shown in Fig. 6.2 suggests that in some regime (e.g. for parameters chosen for Fig.

6.2) r j = constant = r1D (say). Then the first term in Eq. (6.20) is M̂′
2
/2I where M̂′ = −ih̄ ∂

∂ξ
and

I = m∗Nr2
1D. ∂ 2

∂ξ 2 commutes with H in Eq. (6.20). This essentially implies that Coulomb interaction

(the last term) will not change the center of mass angular momentum and hence ∑m′j = M′ (where

M′ is the eigenvalue corresponding to M̂′) will be a conserved quantity for each of the sets
{

m′j
}

in

Eq. (6.18). Therefore, from Eq. (6.18) and Eq. (6.19) on using the fact, that in the broken symmetry

state the radial probability distribution is independent of m′j (see Appendix E)

ΨN ({r j,θ j
}
) = ei

(
M′+N Φ

Φ0

)
ξ

∑
{m′j}

a{m′j}A

N

∏
j=1

[(
Am′j Jm′j

(
kn j r j

)
+Bm′j Nm′j

(
kn j r j

))( 1√
2π

eim′jζ j

)]
(6.21)

If we switch off the Coulomb interaction then the sum will not appear and the exact wave function is

ΨN(
{

r j,θ j
}
) = ei

(
M′+N Φ

Φ0

)
ξ
A

N

∏
j=1

[(
Am′j Jm′j

(
kn j r j

)
+Bm′j Nm′j

(
kn j r j

))
(

1√
2π

eim′jζ j

)]
(6.22)

Eq. (6.21) implies an Aharanov-Bohm effect of periodicity Φ0/N. This is because the term inside the

summation in Eq. (6.21) does not contain flux and the periodicity will be Φ0/N as can be seen from

the exponential factor in Eq. (6.21). Therefore when there is no Coulomb interaction, we first prove

that in the broken symmetry state, r j −→ r1D and radial probability distribution is independent of m′j.
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This can happen for arbitrarily wide rings when rin is very large. Then in this section, we prove that if

these two conditions are satisfied then the many body wave function (including Coulomb interaction)

will show Φ0/N periodicity with flux Φ. For the symmetric case (parameters corresponding to Fig.

6.3), the same argument for r j and m′j cannot be given. Such Φ0/N periodicity again implies a

Nparticle rigid rotor structure (CDW) due to spontaneous symmetry breaking. Aharonov-Bohm effect

in a ring can be observed [136] by observing the persistent currents [137]. So changes in periodicity

can also be observed and can give us the demonstration of symmetry breaking transition. Also note

that if we fix the flux, let us say φ/φ0 = 1, then from Eq. (6.21) we can see that Ψ
M′+νN
N = eiνNξ ΨM′

N ,

where ν is an integer. Thus we get identically the same structure for the many body wave function as

that of Maksym [138] and it corresponds to a rigid rotation of the N particle state like a single particle

with mass Nm∗.

6.6 Three dimensions

The system we study in this section is shown by the shaded region in Fig. 6.9. The shaded region can

be expressed in terms of (r, θ , φ ) coordinates, where r varies from rin to rout , φ varies from 0 to 2π

and θ is infinitesimally small. This is a special form of torus. If the sharp edges are rounded then we

get a torus. If rin −→ 0, rout −→ R and θ is allowed to vary from 0 to π/2, then we get the sphere of

radius R shown by dotted line in Fig. 6.9. Thus we can express Ψ = R(r)P(θ ,φ) and single particle

Schrödinger equation reduces to,

− 1
R

[
∂

∂ r

(
r2 ∂

∂ r

)
− 2m∗r2

h̄2 V (r)+
2m∗r2E

h̄2

]
R(r)

=
1
P

[
1

sinθ

∂

∂θ

(
sinθ

∂

∂θ

)
+

1
sin2θ

∂ 2

∂φ 2

]
P(θ ,φ) = λ (6.23)

We can take V (r) = 0 inside the shaded region and V (r) = ∞ outside. We want to ask the question

that is it possible to analyse the wave functions in the same footing as done so far and show symmetry

breaking inside the shaded region. If θ is very small then sinθ = θ and Eq. (6.23) becomes

− 1
R

[
∂

∂ r

(
r2 ∂

∂ r

)
− 2m∗r2

h̄2 V (r)+
2m∗r2E

h̄2

]
R(r)

=
1
P

[
1
θ

∂

∂θ

(
θ

∂

∂θ

)
+

1
θ 2

∂ 2

∂φ 2

]
P(θ ,φ) = λ (6.24)
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Figure 6.9 The three dimensional system, that we consider, is shown by the shaded region.
The potential is zero inside the shaded region and ∞ outside the shaded region.

Once again the radial part effectively decouples and one can have[
1
θ

∂

∂θ

(
θ

∂

∂θ

)
+

1
θ 2

∂ 2

∂φ 2

]
P(θ ,φ) = λP(θ ,φ) (6.25)

In the differential equation given in Eq. 6.25, if we replace θ by r and φ by θ , then Eq. (6.25)

will look identical to Eqs. (6.11) and (6.12) in the absence of magnetic field. Magnetic field and

Coulomb interaction can then be treated in the same way as we have done for Eq. (6.11). In such a

system, therefore the equation of motion is just like in Q1D and hence we can again expect symmetry

breaking. However, if sinθ can not be approximated by θ then we should not expect symmetry

breaking in three dimensions. Therefore in a 3D sphere of radius R (there is an infinitesimal cavity at

the centre) where the potential inside the sphere is zero and ∞ outside (hard walls), we do not expect

symmetry breaking. If the hard wall is replaced by a central potential then also it is natural to expect

that there will be no symmetry breaking. Therefore, we cannot get symmetry breaking in atoms.
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6.7 Conclusion

Spontaneous symmetry breaking in quantum mechanics has been an important problem for a long

time. It is thought to manifest in several phenomenon like Wigner crystal, deformation of nuclear

shells, charge density wave and spin density wave in quantum dot, etc. Theoretical study of each of

these phenomenon has its own drawback. Wigner crystal occur in the thermodynamic limit and the

system has so many degrees of freedom that one can only approach the problem phenomenologically

and explicit symmetry breaking can never be ruled out in an experiment. Although, Wigner proposed

it as a spontaneous symmetry breaking. Nuclear Hamiltonian is not exactly known and so one is

more interested in explaining some experimental data rather than probing the reality of spontaneous

symmetry breaking, although text books [111] refer it as spontaneous symmetry breaking or internal

symmetry breaking. Quantum dot has so far been only studied numerically and there are too many

disconnected notions about what happens in quantum dot as explained in the introduction. At the

heart of the problem is the issue that linear superposition principle in quantum mechanics makes it

very counter-intuitive to accept the existence of rotational and vibrational modes in a system whose

Hamiltonian is rotationally invariant. Such rotational and vibrational modes suggest the existence

of localized electrons after referred to as charge and spin density waves. By taking electrons in a

quasi one dimensional ring and putting a magnetic field we neither break the symmetry explicitly,

nor tamper with the linear superposition principle. But the system is physical and has a total angular

momentum, and we can show that linear superposition principle is not a deterrent to observe rotational

and vibrational modes. Charge and spin density waves in the internal frame is well established in 1D

for fermions because of restricted spatial degrees of freedom, i.e., electrons cannot cross each other

in 1D. There is no transition in 1D. Unlike 1D which is ideal, Q1D rings can be fabricated in the

laboratory. The ring geometry in Q1D can be treated analytically. Thickness can be varied and

scaling can be studied. We can show charge and spin density waves in the internal frame and also

restoration of symmetry with variation of thickness. The charge and spin density waves in broken

symmetry state show identical behaviour as in 1D. Further comparison with 1D show that in the

broken symmetry state, the electrons are situated at the mean radius of the ring and in-spite of the

radial spread of their wave functions, do not avail this degree of freedom and behave like or scale like
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a 1D system. In the symmetric state, they do not behave that way. Increasing the width and mean

radius simultaneously, one can retain the broken symmetry state for thicker rings. The behaviour in

Figs. 6.5a, 6.7 and 6.8 (the single particle radial probability distribution being independent of m′j)

allows us to prove analytically that the many body state including electron-electron interaction will

show fractional Aharanov-Bohm effect i.e., a N body system will show φ0/N periodicity. The N

body state forms a rigid rotor in the internal frame of reference and the fundamental periodicity of

Aharanov-Bohm effect for such a rigid rotor is φ0/N. This result is true for arbitrarily thick rings

when rin is very large. Then we show that in a thin 3D ring (shown in Fig. 6.9) the equation of motion

is the same and so the same analysis and analytical treatment can be done to obtain the same results

as in Q1D. However, the geometry of Fig. 6.9 can be continuously modified to give a sphere (with

a hole in the centre) but the equation of motion change with this modification and same results as in

Q1D cannot be expected. Replacing the hard wall by a soft wall (say a central potential like in atoms

which too has an unavailable region of space at the centre) is not expected to be different as the issue

of internal symmetry breaking is related to dimensions and not the details of the potential.



Chapter 7

Future scope

7.1 Spontaneous symmetry breaking

The phenomenon is well known in physics in different names and manifests across a variety of fac-

ulties. In nuclear physics an interesting phenomenon is that certain heavy nuclei are deformed. Since

they are deformed they exhibit rotational and vibrational excitations. A spherical or rotationally in-

variant nucleus cannot show such excitations. Since the nuclear Hamiltonian is not exactly known

till date the main motivation there is to build a phenomenological approach to explain experimental

data. However, to every bodies discomfort, atomic orbitals (heavy or light) have never shown any

signature of rotational and vibrational excitations, or any other signature of deformation. In fact one

can simply use the superposition principle to claim that atoms will never get deformed. Because there

are infinitely many directions of deformations and the atomic orbital will always get into a linear su-

perposed state of all these deformed states which is a rotationally invariant state. So why the nucleus

is so?

Condensed matter systems are not so clean and defect free as atoms or nucleus. Presence of

defects do not rule out explicit symmetry breaking. In condensed matter also the drive for industry

applications make physicists again focus on phenomenological approaches and guess work to explain

experiments. However, condensed matter physics is not limited by the same constraints as in nuclear

physics where the Hamiltonian is unknown. And as we have seen many times in the past it is difficult

138



7.1 Spontaneous symmetry breaking 139

to guess two steps than to guess one. So first principle approaches are always very important, but

nothing has been done so far. It is known that in one dimension electrons can undergo spontaneous

symmetry breaking that leads to a crystal like structure. Such a crystal can exhibit vibrational excita-

tions. These excitations can be bosonized. Charge and spin decoupling takes place. One dimension

is however an ideal case. In one dimension differentiation cannot be made between hard core bosons

and fermions as neither can cross each other. Two dimensions is however not an ideal case because

one can find many realistic systems that are two dimensional. Bosonization in two dimensions is a

very important and unsolved problem in spite of a lot of effort. In this respect, approaching the prob-

lem from a different point of view, that is the mesoscopic point of view may yield some non-trivial

insight.

In this mesoscopic approach one starts from a few electrons in a confinement, say a quantum

dot or a quantum ring. So far people have only approached the problem numerically and tried to

apply the same kind of reasoning as done in nuclear physics. A careful reading will show that we

do not learn anything more than what we already know in nuclear physics. The actual problem

is never addressed due to the assumptions used and cumbersome numerical procedure. We have

recently taken an analytical approach to the problem. We take a number of electrons in a quasi one

dimensional ring of width W . That is the ring has an inner radius of rin and an outer radius of rout , with

(rin− rout) =W . We note that the problem has a lot of similarities with one dimension and shows the

same kind of symmetry breaking. Unlike in one dimension, where the symmetry is always broken,

electronic states in the quasi one dimensional ring can exhibit a transition from a broken symmetry to

a symmetric state. We can prove that for an infinitely thick ring W → ∞ the broken symmetry state

can exist provided rin also tends to infinity. rin tending to infinity is required to lower the azimuthal

energy and this fits with our notion that such broken symmetry state will exist only for very low

energy states. We can exhibit this for a ring whose rin is of the order of 1014 meters and width is also

of the same order, for arbitrarily large number of electrons. The broken symmetric state is identified

by fractional Aharanov-Bohm effect. An N electronic state that crystallizes in a ring and moves as a

rigid rotor will show φ0/N periodicity where φ0 is a single flux quantum.

In the future we would like to put these results in the language of condensed matter physics. A
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ring of thickness 1014 meters is a two dimensional system in all sense as states will be very little

affected by the boundary. Several questions remain. a) Can this system be bosonized where the

bosonic excitations are just the vibrations of electrons frozen in a rigid rotor like structure. Given the

similarity of the problem with the one dimensional case in terms of the equations of motion a very

similar approach as that in one dimension can be used. b) Can one prove the decoupling of charge and

spin degrees of freedom for this system. For example, we know that in a one dimensional Luttinger

liquid fractional Aharanov-Bohm effect can arise due to decoupling of charge and spin degrees of

freedom. The charge and spin move with different velocities. The charge can go round the ring once

but that has no manifestations on Aharanov-Bohm effect. Only when the charge and spin have gone

round N times they meet again because of their commensurate velocities and then we see Aharanov-

Bohm effect [139]. Is this a different way of saying the electrons in a ring form a rigid rotor of N

particles and show fractional periodicity?

We can also state that unlike the quasi one dimensional ring a three dimensional sphere has no

similarity with the one dimensions in terms of the guiding equations of motion. So we do not expect

vibrational excitations in atoms. And that reopens the problem in nuclear physics.

7.2 Statistical mechanics of small systems

While text book statistical mechanics tells us that equal a priori probability and ergodicity holds very

well for large systems the microscopic equations of motion tell us a different story. Microscopic

equations of motion tell us that initial and final conditions play a major role and all states are not

equally probable. In fact the state of a system of particles depend very sensitively on its initial and

final conditions. So when system size becomes smaller and smaller at some point we have to properly

account for this sensitivity to initial and final conditions and so we need to develop a new branch of

statistical mechanics namely known as mesoscopic grand canonical systems.

A mesoscopic grand canonical system is coupled to electron reservoirs with leads through which

they exchange electrons (or phonons) with the reservoir. Electrons enter or leave the system through

these reservoirs and the leads determine these initial and final conditions. A proper theory of meso-

scopic systems has to include the electron dynamics in the leads and the coupling of the leads to the
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system. Landauer-Büttiker formalism is very good at including the effect of the leads by formulating

the problem in terms of the scattering matrix elements. The Landauer two probe and four probe con-

ductance formulas show the importance of the leads in determining the linear response conductance

of small quantum systems. Electrons entering the system through lead A and leaving through lead

B are characterized by the scattering matrix element SAB. Such electrons do not access all the states

inside the system but only a part of it leading to the notion of partial density of states. The partial

density of states depend very crucially on the nature of the leads, position where they attach to the

system, and strength of its coupling to the system. Current from A to B, resistance between points

A and B, current injected by an STM tip to a particular point in a mesoscopic system all depend

crucially on this partial density of states rather than the density of states.

SAB is a complex quantity with an amplitude and a phase. While measuring the amplitude is

an old story recently it has been possible to measure the phase very reliably. A lot of information

can be obtained from the scattering phase shift if we can interpret it correctly. We have shown that

the most accurate knowledge of partial density of states can be obtained from the scattering phase

shift. We have also noticed that in some parameter regime the partial density of states can become

negative. Such negative partial density of states is possible in quantum mechanics and is not a surprise.

However, the broad range of physical situations where we have shown the possibility of negative

partial density of states is very interesting. In the future I will focus on the physical consequence

of such negative partial density of states. For example, consider a mesoscopic system coupled to

multiple leads say A, B, C, D. If the scattering phase shift from A to B show negative partial density

of states, it means electrons entering the system through A and leaving through B pass through a

negative number of states inside the system. Negatively charged electrons in a negative number of

states will behave as positive charge (total charge being number of states times occupation probability

given by fermi factor times the negative charge of the electron). Such electrons in the A to B channel

will non-trivially affect the electrons in the C to D channel. There can be electron electron attraction

and electron electron bound states. We intend to study this in details.



Appendix A

Different dimensional mesoscopic

systems and there density of states

In this appendix different dimensional mesoscopic systems are discussed along with their density of

states is derived.

A.1 Different dimensional mesoscopic systems

A major feature that distinguishes different mesoscopic systems is their dimensionality. Let us con-

sider a system with dimension Lx,Ly and Lz in x,y and z directions, and confine electrons in this

system. If the length scale is less than a characteristic length scale L0 (say), then the electron prop-

agation along that direction is restricted, and the system is quantum confined. The dimension of a

system in general can be written as, (3−n)D, if Li < L0, where, i = 1,n. The categories are,

• Three dimensional (3D): Lx,Ly,Lz > L0, i.e, n = 0.

Three dimensional systems are so named because in these systems, electron motion is not

restricted along any directions. For example bulk, which is a well known no confinement

system. In bulk (macro), the dimensions of the semiconductor crystal are much larger than

theoretical exciton Bohr radius RB, allowing the exciton to extend to its natural limit.

• Two dimensional (2D): Lz < L0, i.e, n = 1.
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Two dimensional systems are so named because in these systems, electron motion is restricted

along one direction but free to move along rest of the two directions. For example ‘quantum

well’, a well known singly confined system. The one dimension is reduced to nanometer range,

so that the size is comparable to the de-Broglie wavelength of the exciton, while other two

dimensions remain large, one obtains a structure known as quantum well.

• One dimensional (1D): Ly,Lz < L0, i.e, n = 2.

One dimensional system are so called because in these system, electron motion is restricted

along two direction, but can freely propagate in one direction. For example ‘quantum wire’,

a well known two directional confinement system. In one dimensional, if two dimensions

are reduced and one remains large; the resulting structure is referred to a nanowire. But if

two dimensions of nanowire become comparable to Bohr exciton radius, then this structure is

known as quantum wire.

• Zero dimensional (0D):Lx,Ly,Lz < L0, i.e, n = 3.

Zero dimensional systems are so named because in these systems, electron motion is restricted

along all three directions, i.e. full confinement system. The resulting structure is called quan-

tum dot. All systems of the dimensions of 0D are in the nanometric size range. Consequently,

such materials have electronic properties intermediate between those of bulk semiconductors

and those of discrete molecules.

Different dimensional mesoscopic systems are shown in Fig. A.1.

A.2 Density of states

The density of states describes the number of sates per unit energy per unit volume, that are available

to the system, and is important to calculate the carrier concentration and energy distribution.
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Figure A.1 Different dimensional mesoscopic systems.

A.2.1 Three dimensional density of states

From introductory solid state physics [19, 20], it is known that for a three dimensional sample (say

cube of dimension L), the allowed values of wave vector~k or rather its components are,

kx =
2π

L
nx, ky =

2π

L
ny, kz =

2π

L
nz

where, nx,ny,nz are integers and are continuous quantum numbers. The available k-space volume per

state is,

Vsingle−state =

(
2π

L

)(
2π

L

)(
2π

L

)
=

8π3

L3 (A.1)

Now we wish to consider a system of N non-interacting electrons, all we have to do is to take account

of the Pauli exclusion principle for electrons with spin s = ±1
2 , each value of~k can accommodate

at most two electrons. Obviously when constructing the ground-state we must consider filling these

~k-states from~k = 0 and successively filing states of higher energy (energy ∝ k2). This leads us directly

to the concept of the Fermi surface. In 3D, The Fermi space is a sphere of radius kF , volume of the

Fermi space is,

Vspace =
4
3

πk3
F =

4
3

π

(
2me

h̄2 EF

) 3
2

(A.2)
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Figure A.2 Density of states for different dimensional mesoscopic systems.

At T = 0 all states within the sphere are occupied while outside, all states are empty. The number N3D

of states occupied below the Fermi energy is given by,

N3D =
2×Vspace

Vsingle−state
=

1
3

(
2me

h̄2 EF

) 3
2 L3

π2 (A.3)

Then density of states for three dimensional system is given by,

ρ3D =
dN
dE
L3 =

me

π2h̄3 (2meEF)
1
2

or, ρ3D ∝ E
1
2
F (A.4)

The three dimensional density of states ρ3D as a function of energy is shown in Fig. A.2(a).

A.2.2 Two dimensional density of states

In a similar way as shown in the 3D case, the allowed values of components of~k are,

kx =
2π

L
nx, ky =

2π

L
ny, kz = k0,k1, ..
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that is the components of~k along x and y direction are continuous, but that along z is quantized. Hence

the energy along z direction is also quantized. The available k-space volume per state is,

Vsingle−state =

(
2π

L

)(
2π

L

)
=

4π2

L2 (A.5)

In 2D, the Fermi space is a circle of radius kF , thus “volume" (area) of the Fermi space is,

Vspace = πk2
F = π

(
2me

h̄2 EF

)
(A.6)

The number N2D of states occupied below the Fermi energy is given by,

N2D =
2×Vspace

Vsingle−state
=

(
me

h̄2 E
)

L2

π
(A.7)

Then density of states for two dimensional system is given by,

ρ2D =
dN
dE
L2 =

me

π h̄2

or,ρ2D ∝ E0 (A.8)

The two dimensional density of states ρ2D as a function of energy is shown in Fig. A.2(b). It is clear

that the two dimensional density of states does not depend on energy. Immediately, as the top of the

energy-gap is reached, a significant number of states are available. The discrete energy level along

the confined direction gives rise to a staircase-like density of states as a function of energy.

A.2.3 One dimensional density of states

The allowed values of components of~k are,

kx =
2π

L
nx, ky = ky0,ky1.., kz = kz0,kz1..

that is the components of ~k along x direction is continuous, but that along y and z directions are

quantized. Hence the energy along y and z directions are also quantized. The available k-space

volume per state is,

Vsingle−state =

(
2π

L

)
(A.9)
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In 1D, the Fermi space is a line of magnitude kF , thus “volume" of the Fermi space is,

Vspace = kF (A.10)

The number N2D of states occupied below the Fermi energy is given by,

N1D =
2×Vspace

Vsingle−state
=

2k
2π

L

=
L
π

(
2me

h̄2 E
) 1

2

(A.11)

Then density of states for two dimensional system is given by,

ρ1D =
dN
dE
L

=
1

π h̄

(
2me

E

) 1
2

or,ρ1D ∝ E
−1
2 (A.12)

The one dimensional density of states ρ1D as a function of energy is shown in Fig. A.2(c).

A.2.4 Zero dimensional density of states

The size of the system becomes so small due to the confinement, that the energy states allowed are

no longer continuous but discrete. In 0D, the energy states can be represented by Dirac delta function

and is given by,

ρ0D(E) = δ (E−EC) (A.13)

The one dimensional density of states ρ1D as a function of energy is shown in Fig. A.2(d).



Appendix B

Transmission for a series of ballistic

conductors

In this appendix we will show the transmission for a long conductor of length L, which is actually a

series of small conductors. Let us for simplicity consider two serial ballistic conductors with trans-

mission probabilities T1 and T2 respectively. A schematic representation of the system is shown in

Fig. B.1. This scattering system can have multiple processes, for instance, transmission without re-

flection, transmission with two reflections, transmission with four reflections and so on. Then the

total probability of transmission T12 is obtained by summing all possible reflection as well as trans-

mission paths. Since, we have considered ballistic conductors, there is no phase randomisation. The

net transmission probability of the scattering system is,

T12 = T1T2 +T1R2R1T2 +T1R2
2R2

1T2 + · · · · ·

= T1T2
(
1+R2R1 +R2

2R2
1 + · · · · ·

)
This is a geometric series with common ratio

T12 = T1T2

(
1

1−R1R2

)
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Figure B.1 (a)Two scatterers 1 and 2 in series having transmission probabilities T1 and T2,
and reflection probabilities R1 and R2, respectively. (b) Feynmann diagram to represent all
possible paths taken by the electron. Summing all the terms, we get the total transmission
probability T12.

Again using the relations, R1 = 1−T1 and R2 = 1−T2 , we can write,

T12 =
T1T2

(1−T1)(1−T2)

⇒ 1
T12

=
(1−T1−T2 +T1T2)

T1T2

Subtracting both sides by 1, we can write,

1−T12

T12
=

(1−T1−T2)

T1T2

or,
1−T12

T12
=

1−T1

T1
+

1−T2

T2
(B.1)

Thus the quantity 1−T12
T12

has an additive property. Generalising Eq. (B.1) for N number of scatterers,

then we can write the transmission probability as,

1−T1N

T1N
= ∑

j

1−Tj

Tj
(B.2)

If the transmission probability for all the N scatterers is same T (say), then Eq. (B.2) reduces to,

1−T1N

T1N
= N

1−T
T

(B.3)

Let ν be the linear density of the scatterers, then we can replace N by νL in Eq. (B.3) and obtain

1−T1N

T1N
=

νL(1−T )
T

⇒ T1N =
T

νL(1−T )+T
(B.4)
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Let us consider L0 =
T

ν(1−T ) , then

L+L0

L0
=

νL(1−T )+T
T

(B.5)

Substituting Eq. (B.5) in Eq. (B.4), we get the transmission probability as a function of L,

T1N =
L0

L+L0
(B.6)



Appendix C

Fisher Lee relation and Green’s function

for isolated lead

In this appendix we will show two results the Fisher Lee relation, a relation between scattering matrix

elements and Green’s function, and the analytical expression of gR
p, Green’s function for semi-infinite

lead, described in chapter 3.

C.1 Fisher Lee relation

Let us consider a conductor connected to a pair of leads (p and q). The interface between the leads

and the conductor are defined by xp = 0 and xq = 0. We define,

GR
qp(yq;yp)≡ GR

qp(xq = 0,yq;xp = 0,yp) (C.1)

Figure C.1 A conductor connected to leads p and q.
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which connects two points lying in the two planes xp = 0 and xq = 0, with transverse coordinates yp

and yq. Our purpose is to write GR
qp in terms of scattering S-matrix elements. For this, let us neglect

the transverse direction and consider the one dimensional case with unit excitation at xp = 0. As

discussed in chapter 3, this excitation gives rise to two types of waves, one travelling towards the

conductor with amplitude A+
p and another travelling away from the conductor with amplitude A−p .

GR
qp = A+

p eikxp , for xp > 0 (C.2)

GR
qp = A−p e−ikxp , for xp < 0 (C.3)

Applying boundary conditions on GR
qp at xp,

[
GR

qp
]

xp=0+ =
[
GR

qp
]

xp=0−

and

[
dGR

qp

dx

]
xp=0+

−

[
dGR

qp

dx

]
xp=0−

=
2me

h̄2

we get the amplitudes A±p ,

A+
p = A+

p =− i
h̄vp

(C.4)

where, vp is the velocity of the outgoing waves from lead p.

The wave travelling towards the conductor is scattered to the leads with amplitude s′qpA+
p , hence

single mode GR
qp is given by,

GR
qp = δqpA−p + s′qpA+

p (C.5)

But the matrix elements s′qp are generally not unitary, to incorporate unitary it is customary to divide

the matrix elements by square root of velocity, i. e.,

sqp =
s′qp√
vp/vq

(C.6)

Using Eqs. (C.4) and (C.6), Eq. (C.5) can be written as,

GR
qp =−

i
h̄vp

δqp−
i

h̄vp

sqp√
vq/vp

or, sqp =−δqp + ih̄
√

vqvp (C.7)
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Figure C.2 A semi-infinite wire with hard walls at x = 0. In the y-direction, there is a
confining potential V (y) leading to transverse modes χm(y).

This is the desired Fisher-Lee relation in the case of single mode conductor. If we take multiple

modes in consideration, then the relation modifies to

snm =−δnm + ih̄
√

vnvm

∫∫
χn(yq)

[
GR

qp(yq;yp)
]

χm(yp)dyqdyp (C.8)

C.2 Analytical form of gR
p

To derive the Green’s function for isolated semi-infinite leads, we start with the retarded Green’s

function in terms of eigenfunction Ψm and eigenenergies εm,

GR = ∑
m

Ψ∗mΨm

E− εm + iη
(C.9)

The Schrödinger equation of a semi-infinite wire (shown in Fig. C.2) with a transverse confinement

potential V (y) can be written as,[
− h̄2

2me

(
∂ 2

∂x2 +
∂ 2

∂y2

)
+V (y)

]
Ψ(x,y) = εmΨ(x,y)

then solving the Schrödinger equation using separation of variables one can write,[
− h̄2

2me

d2

dx2

]
ψ(x) = (εm− εm0)ψ[

− h̄2

2me

d2

dx2 +V (y)
]

χ(y) = εm0χ(y)

where, εm0 is a constant. Then the solution is given by,

Ψm(x,y) =
2√
L

χm(y)sin(κx) (C.10)

where,

(εm− εm0) =
h̄2

κ2

2me
(C.11)
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Substituting Eq. (C.10) in Eq. (C.9), one can write,

G(x,y;x,y′) =
2
L ∑

m
∑
κ

χm(y)χm(y′)sin2(κx)

E− εm0− h̄2
κ2

2me
+ iη

(C.12)

where, we have set x′ = x, since we are now interested in the sites with same x-coordinate. Because

the lead is infinite in the x-direction, κ is continuous and the sum over κ can be replaced by an integral

using the common rule,

∑
κ

→ L
π

∫
dκ

then the above Green’s function can be rewritten as,

G(x,y;x,y′) =
2
π

∑
m

χm(y)χm(y′)
∫

∞

0

sin2(κx)

E− εm0− h̄2
κ2

2me
+ iη

dκ

One can easily write,

sin2(κx) =
1− cos(2κx)

2

=
1
2
− e2iκx + e−2iκx

4

=
1− e2iκx

4
+

1− e−2iκx

4

Therefore,

G(x,y;x,y′) =
1

2π
∑
m

χm(y)χm(y′)
∫

∞

−∞

1− e2iκx

E− εm0− h̄2
κ2

2me
+ iη

dκ

= − me

π h̄2 ∑
m

χm(y)χm(y′)
∫

∞

−∞

1− e2iκx

κ2− k2
m(1+ iδ )

dκ (C.13)

where,

k2
m =

2me

h̄2 (E− εm) and δ =
η

E−V0
(C.14)

Using Cauchy’s integral theorem [140] the integral in Eq. (C.13) can be solved. The integrand has

two poles at,

κ =±km

√
1+ iδ =±km, Since, δ → 0.

The pole +km lies in the contour x > 0 and other pole −km in the contour x < 0. Since the region we

are interested in is positive x-direction, the pole −km does not contribute to the integral. The value of
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the integral (for δ → 0) is then given by residue at pole +km, i.e,

∫
∞

−∞

1− e2iκx

κ2− k2
m

dκ = 2πi lim
κ→+km

1− e2iκx

κ + km

= 2πi
1− e2ikmx

2km

= 2πeikmsin(kmx) (C.15)

Substituting, Eq. (C.15) in Eq. (C.13) we get,

G(x,y;x,y′) = − me

π h̄2 ∑
m

χm(y)χm(y′)2πeikmsin(kmx) (C.16)

= −∑
m

2sin(kmx)
h̄vm

χm(y)eikm χm(y′) (C.17)

Using, vm =
h̄km

me

To obtain the corresponding Green’s function in matrix form, we can simply replace y,y′ by pi, p j and

x by lattice spacing a, then we get,

gR
p = GR(x,y;x,y′) |(x=a,y=pi,y′=p j)

= −∑
m

2sin(kma)
h̄vm

χm(pi)eikm χm(p j) (C.18)



Appendix D

Appendix for Chapter 5

In this appendix we will explicitly justify Eqs. (5.30) and (5.31).

D.1 Justification of Eq. (5.30)

From Eq. (5.15), we can write

ρ(3,1) = − 1
2π

∫
dr3|t31|2

δθt31

δV (r)
(D.1)

In Eq. (D.1) using the well known semi classical approximation
∫

dr3 δ t31
δV (r)

∼=−dt31
dE [61], we get, (see

Eq. (5.21))

ρ(3,1) ≈ 1
2π
|t31|2

dθt31

dE
(D.2)

Now, for a contour C′ traced when energy is varied from 0 to E1,

∫
C′

dθt31 =
∫ E1

0

dθt31

dE
dE

=
∫ E1

0

1
2π
|t31|2

dθt31
dE

1
2π
|t31|2

dE

Using Eq. (D.2)
∫

C′
dθt31 ≈ 2π

∫ E1

0

ρ(3,1)
|t31|2

dE (D.3)
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D.2 Justification of Eq. (5.31)

We know that in a scattering problem increasing incident energy by dE is equivalent to decreasing the

potential globally by a constant amount ∆ε , such that dE = −e∆ε , where e is electronic charge that

we will set to 1 to simplify our arguments. That is, the new potential is V ′(r) = V (r)−∆ε . Hence

if we can generate a closed sub-loop in the Argand diagram by varying E, then we can also do so by

globally changing the potential and for such a closed contour like ABQFA in Fig. 5.7(c),

∮
ABQFA

δθsαβ
= 0

i.e. −
∮

C

∫
global

δθsαβ

δV (r)
∆εdr3 = 0 (D.4)

Now we replace the global integration over r by an integration over the sample or the scattering region

only, since we have seen that it can be done in case of closed contours or inside an integration of the

type
∮

C in Eq. (D.4). This has already been discussed with respect to Eqs. (5.28) and (5.29).

Therefore −
∮

C

∫
sample

|sαβ |2

|sαβ |2
δθsαβ

δV (r)
∆εdr3 = 0

or, −
∮

C

1
|sαβ |2

∆ε

∫
sample

|sαβ |2
δθsαβ

δV (r)
dr3 = 0

or, 2π

∮
C

ρ(α,β )

|sαβ |2
∆ε = 0 Using Eq. (5.15)

Therefore, the R.H.S of Eq. (5.31) is justified if an electronic charge is multiplied to the numerator.
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Appendix for Chapter 6

From Eq. (6.18),

ΨN(
{

r j,θ j
}
) = ∑

{m′j}
a{m′j}A τ (E.1)

where,

τ =
N

∏
j=1

[(
Am′j Jm′j

(
kn j r j

)
+Bm′j Nm′j

(
kn j r j

))( 1√
2π

ei(m′j+
Φ

Φ0
)θ j

)]
Introducing centre of mass and relative coordinates, ξ and ζ j respectively,

ξ =
1
N

N

∑
j=1

θ j, ζ j = θ j−ξ .

and substituting in the above equation, we get,

τ =
N

∏
j=1

[(
Am′j Jm′j

(
kn j r j

)
+Bm′j Nm′j

(
kn j r j

))( 1√
2π

ei(m′j(ζ j+ξ )+ Φ

Φ0
(ζ j+ξ ))

)]
In some regime, for example, for parameters corresponding to Figs. 6.5a, 6.7 and 6.8, radial wave

functions are independent of m′j. So for n j = 1,

τ =
(

Am′j Jm′j

(
kn j r j

)
+Bm′j Nm′j

(
kn j r j

))N 1√
2π

e(i∑
N
j=1 m′jζ j+iξ ∑

N
j=1 m′j+i Φ

Φ0
∑

N
j=1 ζ j+i Φ

Φ0
∑

N
j=1 ξ )

Noting that ∑
N
j=1 m′j = M′ and ∑

N
j=1 ζ j = 0, one gets,

τ =
(

Am′j Jm′j

(
kn j r j

)
+Bm′j Nm′j

(
kn j r j

))N
(

ei(M′+N Φ

Φ0
)ξ

√
2π

N

∏
j=1

eim′jζ j

)

= ei(M′+N Φ

Φ0
)ξ

N

∏
j=1

[(
Am′j Jm′j

(
kn j r j

)
+Bm′j Nm′j

(
kn j r j

))(eim′jζ j

√
2π

)]
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Therefore from Eq. (E.1), we get,

ΨN(
{

r j,θ j
}
) = ∑
{m′j}

a{m′j}A ei(M′+N Φ

Φ0
)ξ

N

∏
j=1

[(
Am′j Jm′j

(
kn j r j

)
+Bm′j Nm′j

(
kn j r j

))(eim′jζ j

√
2π

)]

Using the fact that when symmetry is broken, M̂′ commutes with Hamiltonian H (given by Eq.

(6.20)), M′ the eigenvalue corresponding to M̂′ is a conserved quantity for each sets of
{

m′j
}

, we

get

ΨN(
{

r j,θ j
}
) = ei(M′+N Φ

Φ0
)ξ

∑
{m′j}

a{m′j}A

N

∏
j=1

[(
Am′j Jm′j

(
kn j r j

)
+Bm′j Nm′j

(
kn j r j

))(e
im′jζ j

√
2π

)]
(E.2)
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